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In this thesis a design for a classifier-based search system was developed. The proposed search system enables an user to perform search using a more refined model for a topic or concept when compared to a set of keywords, namely a linear classifier learned from relevant texts.

The CBS systems translates the information contained in the linear classifier into queries suitable for a traditional full-text search engine. This step is divided into two phases to deal with the computational complexity of the problem. It is shown that CBS is closely related to the subset-sum problem, which is in the class of NP-complete problems. In order to limit the number of generated queries three heuristics are developed.

The first phase of CBS uses a high-recall linear classifier. For this phase Positive Naïve Bayes was researched and implemented. PNB is a high-recall classifier, but more importantly it has the added advantage that it needs positive examples and unlabelled documents only to learn a classifier.

The Balanced Winnow algorithm is used for the second phase, the high-accuracy phase, in CBS. In this phase the extraneous documents found in the first phase can be filtered out.

The suitability of the classifiers is experimentally determined by means of experiments on the EPO1A and EPO2F data sets. The two-phase design is validated by means of experiments on these data sets. It is shown that classifier-based search works. Using the CBS system a significant fraction of documents does not have to be evaluated.
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1 Introduction

Information retrieval is a hard task to perform accurately and effectively. Currently, the most widespread information retrieval systems are the keyword search engines on the internet. Examples of these are Google, Yahoo, and Bing. They are typically built on the premise that a user is able to formulate his or her information need using a limited number of simple keywords, and is then willing to browse through at least the first few result pages to find the needed information. To support the user in this mode of operation, results are often ranked using some likelihood measure indicating that a particular piece of text satisfies the information need conveyed by the provided set of keywords. This way of working is called ad hoc search.

However, there are situations where another way of working is needed. In these situations the information retrieval system is typically part of a larger process, where it is required to find all results, because they are required for some next step. This next step might entail a manual analysis of the results, because the user is accountable for his findings. The way of working in these situations is called professional search. An example of professional search is the use of an information retrieval system in the discovery of prior art as part of a novelty search by a patent attorney. Failing to find a piece of prior art could result in financial damage to the patent attorney and its client. Therefore, professional search is in the first place high recall search.

This situation also occurs in the field of digital forensics. A sub-field of digital forensics is concerned with finding evidence in large collections of data, or monitoring streams of text for anomalies which point to illegal activities. An example that comes to mind is continuous monitoring of text streams or the web with the intent of signalling suspicious events such as disguised communication of extremist groups on blogs and forums [29].

In all of these situations it is the case that besides the relevant results returned by the search application, it also returns irrelevant results. These irrelevant results must be examined manually by the user and thus cost extra money. Therefore, it is necessary to have control over the ratio of relevant and irrelevant results a search system returns to keep the costs predictable.

Text classification is the automated labelling of text documents with pre-defined classes learnt from examples. The process of automatically classifying texts traditionally involves collecting a large corpus of documents pre-labelled with one or more classes. A large portion of the collected corpus is used as input to an algorithm that creates abstract models of the categories or classes that need to be recognised. Typically, these models are limited to purely statistical information on the occurrence of certain words in a category. With properly tuned parameters, text classification works surprisingly well in practice. The most widespread example is given by automatic e-mail filters that discriminate between spam and useful e-mail.

After a model has been learned, a text classification system still needs maintenance, but this ought to be far less costly than employing a human workforce for manual document labelling. A large portion of the costs are in collecting labelled documents and setting up the system. Therefore, it would be beneficial to have an automated system limiting the number of documents that need to be labelled in order to expand the training corpus.
1.1 Context & Problem Statement

This thesis describes the design of a Classifier-Based Search (CBS) system. In essence it is the combination of a traditional full-text search engine with a text classification system using linear classifiers. The linear classifiers created by a text classification system are used as the description of specific concepts or topics. The classifiers are transformed into traditional keyword queries by means of the CBS algorithm so that they become suitable for use with traditional full text search engines.

The main research question answered in this thesis is:

How to search effectively for maximally relevant texts on a specific topic by means of a linear classifier in a large closed document collection?

In order to answer the main question a number of related questions will need to be answered:

1. What is the relation between the precision and recall of the linear classifier and the precision and recall of Classifier-Based search?

2. How can this relation be used to provide confidence on the expected precision and recall of Classifier-Based search?

3. How to limit the number of documents that must be manually judged by a professional?

4. What are the optimal number of terms for the classifiers?

The objective of this thesis is to find a way of using a classifier to search for maximally relevant texts given a full-text index. Due to constraints of time and resources this is limited to search in large closed document collections. However, there is no reason the same techniques cannot be used for text streams or open collections such as the internet.

1.2 Related Work

Apart from research into some of the components that make up Classifier-Based search there has been related work on CBS as a whole. These related areas are called topical crawling or focused crawling.

After the first large search engines became operational in the 1990s it became clear that the concept of a general purpose search engine did not scale well. It seemed impossible to crawl and index the entire World Wide Web. This is still true today, in 2005 Gulli et al. estimated that the largest search engine at that time, Google, only covered 68.2% of the estimated 11.5 billion pages the indexable web had. The complete World Wide Web is much larger than that.

Furthermore, it was difficult to get relevant results from a sufficiently large general purpose index of the World Wide Web, because a query term could describe a different concept depending on the unknown context of a user’s information need. At that time a lot of research was done on how to order the results of search queries to most effectively satisfy users’ information needs [1].

1.2.1 Topical or Focused Crawling

In 1997 Menczer argued that improving ranking of results only attempts to solve half of the problem. No matter how sophisticated the ranking algorithm is, the results can only be as good as the pages indexed by the search engine. If a page is not in the index, it cannot be found with the search engine. General crawlers use a combination of breadth-first search and depth-first search to crawl the entire web. As a result they visit a lot of pages that are not necessarily relevant to their users, and fail to visit a lot of pages that are.

Because downloading the entire World Wide Web seems impossible, Menczer proposed a method to maximise the portion of relevant pages visited in a crawl. This type of information discovery was later
called topical crawling or focused crawling. The original algorithm, ARACHNID, described in [24] is a type of genetic algorithm using “local selection” instead of comparing an individual crawlers’ fitness with other members of the population. The author envisioned the following basic process:

1. Initialisation step:
   a) A user provides a list of keywords and a list of relevant starting points.
   b) The population of crawlers is initialised by positioning a crawler with an initial reservoir of “energy” and random behaviour at each document in the list of starting points.

2. Repeat while there are live crawlers in the population:
   a) Select a crawler $a$.
   b) Select a link for $a$ and fetch the corresponding document.
   c) Update the energy reservoir for $a$. Following a link costs energy, finding a new document yields energy. If a user has judged the visited document it will cost or add energy depending on the documents relevance.
   d) Learn by reinforcement.
   e) Remove the crawler if its energy reservoir is depleted, otherwise add a mutated clone of the crawler to the population.

Menczer used a breadth-first crawl as baseline and showed that his approach performed significantly better in terms of recall. In other words, for a given number of fetched documents the portion of relevant documents was larger for ARACHNID than for the breadth-first crawl.

One of the drawbacks to the described approach is that the user is actively involved in the crawling procedure, he or she has to manually judge new documents to optimise the effectiveness of the reinforcement learning. Otherwise, the crawler can only use the similarity measure with the list of keywords that was initially provided by the user to guide the crawler to a relevant part of the World Wide Web.

1.2.2 Classifier-Based Crawling

Chakrabarti et al. [6] showed similar results in 1999 using an automatic classifier to guide a crawler. The process starts with a collection of example documents that the user judged interesting. This collection is compared to a large taxonomy of topics. The system extracts the most relevant topics from the taxonomy based on the examples provided by the user. The example documents combined with the example documents that were part of the taxonomy are used as positive examples for classifier training. All other documents in the taxonomy are used as negative examples. After this initial phase the actual crawler can be started. Every document that the crawler encounters is categorised using the classifier. If the classifier judges a document to be in the positive class, links contained in that document are considered for further exploration. Otherwise, the document and its links are pruned from the crawlers’ queue and will not be visited. In accordance with Menczer, Chakrabarti et al. found that a focused crawler will yield a steady stream of mostly relevant documents. This yields a significant reduction in hardware and network requirements when compared to a breadth-first crawler.

The approach taken by Chakrabarti et al. was later coined classifier-based crawling in order to distinguish it from the approach taken by Menczer. Recent research seems to favour the classifier-based crawling approach instead of the supervised reinforcement-learning approach employed by Menczer. The method employed by Chakrabarti et al. is far less labour intensive for the end user. All he or she has to do is create a list of relevant examples. The authors use a trick to come by negative examples which are crucial for classifier training. The method requires a large taxonomy with examples for each class. The positive examples are placed in the taxonomy in their best fitting classes. Content from classes without positive examples from the user generated list will be used to provide negative examples.
Recent research includes determining which classifier to use in order to guide a web crawler most efficiently. Pant et al. performed a systematic comparison in [25] of the Naive Bayes (NBC), Neural Network (NN) and Support Vector Machine (SVM) classifier training algorithms. They came to the conclusion that Naive Bayes was a poor choice of classifier to use for classifier-guided web crawling. According to the authors both the Support Vector Machine and the Neural Network performed significantly better in terms of accuracy. The authors suggest that this is the result of systemic errors in the Naive Bayes classifier.

1.3 Contribution Of Our Research

Classifier-based search differs from classifier-based crawling. The latter tries to minimise the discovery of irrelevant documents to a topic, in order to build a specialised search engine at relatively low costs. However, to my knowledge there are no guarantees about what portion of relevant documents classifier-based crawling will eventually find. Results in [25] suggest that classifier accuracy is indicative of the eventual accuracy, but that recall on the target topic is actually pretty low [25]. This is no problem because classifier-based crawling is meant for ad hoc search. Any document answering a particular information need is good enough. However, it cannot be used in professional search where situations occur where users need all relevant results, and are accountable for what they do and do not find.

The approach presented here works differently. Classifier-based search is a sort of topical search that can be “bolted on” any search engine that provides an interface which understands queries with boolean modifiers. This method has several advantages over classifier-based crawling.

Firstly, in practice most search engines provide such a query interface. Therefore, the method could turn any existing general search engine into a topical search engine. Of course the user has to provide many training examples. Furthermore, it will only work if no measures are taken to block non-human use of the search engine interface. Unfortunately, search engines operators tend to block non-human use of their services quickly, so it may be necessary to contact a friendly search engine to get permission.

Secondly, classifier-based search is more suitable for use in a professional search situation where all relevant results are needed. A human operator has full control over the balance between precision and recall by adjusting a score threshold value. More on this can be found in Chapter 4.

Finally, finding the right result set of documents is more interactive compared to the classifier-based crawling method. In the approach presented here, the time consuming work of crawling has been done beforehand. Therefore, the human operator gets his results immediately after a classifier has been created from his example documents as opposed to getting the results after a new crawl of the documents has been performed. What actually happens is that CBS use a linear classifier to generate search queries that produce maximally relevant documents.

1.4 Outline

Chapter 2 shows a high-level architecture of a generic classifier-based search system to be used as a guide through the various components that will be discussed throughout the thesis.

Section 2.2 gives some background on the theory behind document categorisation using linear classifiers. Furthermore, some concrete algorithms that were implemented over the course of this thesis as well as some that were already present in the Linguistic Classification System (LCS) are discussed in some detail.

In Chapter 3 our classifier-based search algorithm is described in more detail. Arguments are given as to why the approach is feasible for text categorisation in the first place, and it is shown that it probably is not a realistic approach to non-text categorisation problems. A two-phase search protocol is introduced which must alleviate the effects of the inherent computational complexity somewhat.
In Chapter 4 the performance of the described system is explored using different classification algorithms. Furthermore, the relation between classifier complexity and classification performance is explored. In particular, the two-phase search protocol is analysed experimentally.

Finally, Chapter 5 contains the conclusion to this work. The research questions are reiterated and answers are provided. That chapter also contains pointers for further research to issues that were encountered over the course of creating this work but could not be researched due to time constraints.
2 Architecture

A coarse architecture of a traditional full-text search engine consists of three major components: a text collector, an indexer, and a query engine.

Additionally, a query generator based on a linear classifier is placed on the query interface, called the classifier-based search algorithm. This component was newly developed, it is not normally part of a search engine. A detailed explanation can be found in Chapter 3. An overview of the entire process is shown in Figure 2.1.

The text collector runs until no more new data can be found. In case of the World Wide Web it is a web crawler that collects new web pages by following hyperlinks. For the course of the thesis, the text collector will be considered as a black box process, and no detailed explanation will be given. It is only named here for completeness sake.

Newly discovered texts are fed into an indexer. The indexer first preprocesses the data, and will then transform it to the internal data representation for storage in the index, according to its model of text. More details on the document model and storage is given in Section 2.1.

Data stored in a full-text index can be retrieved using the query interface. In general, queries will be pre-processed and will be converted to the internal data representation. Using some measure of similarity
between the text in the index and the query, results will be retrieved. Similarity measures are highly dependent on the text model. A small overview of different text models in use are given in Section 2.1.1 with a more detailed explanation of the Vector Space Model and the bag-of-words representation of a document.

Chapter 3 gives an elaboration of the final part of the diagram, classifier-based search. It is the main contribution in this thesis.

2.1 Storing and Retrieving Documents

A major component of classifier-based search is document retrieval from a full-text index. The following section gives some details and background information on modern full-text indices and their role in current information retrieval [2].

2.1.1 Modelling documents

In order to build a successful document retrieval system it is necessary to have a model of what constitutes a document. For document retrieval the most important part of the model is that it has to convey to a certain extent what the content of the document is about. The most simple model of aboutness can be defined as:

If the word \( x \) occurs in the document then the document is about \( x \) [4].

Even though examples spring to mind that immediately invalidate this model, it is an often used notion of aboutness. Much research has focused on developing more realistic and more formal models of aboutness [4, 5], but these models offer no substantial advantage for information retrieval yet.

The aboutness model above gives rise to the bag-of-words (BOW) model for texts. The aboutness model does not require knowledge of the relations between words present in a document, but merely that if a word is present then the document is about that word. Therefore, a reasonable model for documents, according to this definition of aboutness, is to simply take the set or bag of all words present in the document as its model.

This type of document model becomes cumbersome when creating models for large document collections. Therefore, it is more convenient to explicitly split the document model into a vocabulary \( \mathcal{V} \), and a vector \( \mathbf{d} = (d_1, \ldots, d_n) \) per document, indicating the presence of words in the document:

\[
    d_i = \begin{cases} 
        1 & \text{if } v_i \in \mathcal{V} \text{ is present in document } d \\
        0 & \text{otherwise.} 
    \end{cases} \tag{2.1}
\]

A document collection can then be modelled as a separate vocabulary and a large sparse boolean matrix.

Accompanying the bag-of-words model is the Boolean retrieval model. The Boolean model is a simple retrieval model based on set theory and Boolean logic. A user translates his or her information need into a logical expression composed of vocabulary terms and logical operators. In the Boolean model, all documents that that satisfy the query expression are returned to the user.

The Boolean model caters perfectly for professional search, but it has some major disadvantages for users performing ad-hoc search. Users need to provide a relatively precise translation of their information need to the retrieval system, otherwise they might get either too many documents or too few documents. This is a problem when the user does not have a clear understanding of his information need, and consequently, cannot describe it clearly. The model prohibits partial matches, these are not possible.

One way of allowing partial matches is to amend the previous model of aboutness with:

If the word \( x \) occurs more in document \( a \) than in document \( b \), then \( a \) is more about \( x \) than \( b \) is about \( x \).
This definition leaves room for ordering results for a query according to some degree of similarity.

This definition also leads to a change in the document model from bag-of-words to bag-of-weighted-words, where a weight in its simplest form is the term frequency in a document:

\[
d_i = \begin{cases} 
w_i & \text{if } v_i \in \mathcal{V} \text{ is present in document } d \\ 
0 & \text{otherwise.} 
\end{cases} \tag{2.2}
\]

A user can specify his information need by simply giving a list of words that may be present in relevant documents. The degree of similarity between a query and a document is determined by the cosine of the angle between the corresponding numerical vectors:

\[
sim(b, q) = \frac{\sum_{i=1}^{n} d_i \cdot q_i}{\sqrt{\sum_{i=1}^{n} d_i^2} \cdot \sqrt{\sum_{i=1}^{n} q_i^2}} \tag{2.3}
\]

Currently, this model, called the Vector Space Model, is the most commonly used information retrieval model. There are various variations on the weighting schemes used for the document vectors and for the query vectors. However, for classifier-based search only the Boolean model is needed, the VSM is merely described in the interest of completeness, therefore, its various extensions and weighting schemes will not be described here.

### 2.1.2 Inverted File Indexing

It is inefficient to directly use the sparse matrix representation for the document models to answer a search query, because in general they are too large to fit into main memory. Furthermore, using this data structure would require a complete scan of the matrix to retrieve all hits.

Therefore, it is desirable to be able to use query terms to index the data structure. This is called an inverted-file index. Instead of creating a list of documents, in which each document number in turn points to a list of occurring terms: the data structure is inverted. A list of terms is created, in which each term points to a list of documents numbers from documents that contain the term:

<table>
<thead>
<tr>
<th>Doc. nr.</th>
<th>Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>example, information, retrieval</td>
</tr>
<tr>
<td>1</td>
<td>classifier, data, full, index, text</td>
</tr>
<tr>
<td>2</td>
<td>data, example, text</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Term</th>
<th>Doc. nrs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>classifier</td>
<td>1</td>
</tr>
<tr>
<td>data</td>
<td>1, 2</td>
</tr>
<tr>
<td>example</td>
<td>0, 2</td>
</tr>
<tr>
<td>full</td>
<td>1</td>
</tr>
<tr>
<td>index</td>
<td>1</td>
</tr>
<tr>
<td>information</td>
<td>0</td>
</tr>
<tr>
<td>retrieval</td>
<td>0</td>
</tr>
<tr>
<td>text</td>
<td>1, 2</td>
</tr>
</tbody>
</table>

This is only a simplified example of an inverted-file index, in general much more information is stored in the index, such as the locations of the terms in the documents, and the global frequencies of the terms. Furthermore, creating such an index for very large text collections is not a trivial task. An extensive overview of more than 40 years of research into inverted-file indexing can be found in [33].
Because classifier-based search is supposed to be an add-on to existing full-text search engines in the first place, the choice was made to not develop a purpose-built indexing system. Instead, the inverted-file indexing system of Apache Lucene version 3 was used. Apache Lucene is a high-performance, full-featured text search engine library suitable for nearly any application that requires full-text search.

2.2 Classifying Documents

This chapter gives some details and background information on the supervised learning methodology which is at the basis of document classification, also called *document categorisation*.

2.2.1 Supervised Learning

Some tasks are very expensive or downright impossible to solve using a traditional programming approach. For example, how to tell if a certain person is present in a picture or if a certain document is about a topic. Solving these problems using a traditional approach will entail giving precise specifications on what it means for a document to be about a specific topic, or a precise specification on what it means for a person to be present in a certain picture. In order to solve these kinds of problems it is possible to use an alternative approach, what if the computer can learn the desired input/output behaviour from pre-labelled examples? Then a detailed specification is no longer necessary as long as there are enough labelled examples. This is called the *supervised learning* approach.

For types of problems where supervised learning could be effective there typically exists a relationship mapping the inputs to the outputs in a consistent way, however this relationship may be somewhat obfuscated by noise in the examples. This mapping is called the *target function*. By looking at the provided examples a *learning algorithm* tries to find a mapping that fits, an approximation of the target function. When used for classification this approximation is often called the *decision function*. The accuracy of the decision function is mostly dependent on the amount of training data available, the amount of noise that is present in the examples and the type of learning algorithm that is used.

Not all learning algorithms are created equal, when shown the same examples some algorithms produce a decision function that is closer to the target function than others. These algorithms are said to *generalise* better from the training data. Intuitively, this means that the decision functions at which the algorithms arrive can correctly yield decisions on data that was not part of the training examples.

Generalisation is important because usually the input part of the training examples consist of many *features*, therefore the examples can cover only a small portion of all possible combinations without the training examples becoming prohibitively many or expensive to collect. The data is said to be *sparse* in this case.

2.2.2 Classification

The decision function resulting from a learning algorithm can be used to decide on a label for unseen data. Typically, classification tasks are divided in *binary classification* and *multi-class classification*, however, in this thesis I will describe only a specific subset, which is binary classification using a *linear classifier*. It is common practice to use multiple binary classifiers to get the same effect as using one multi-class learning algorithm.

One way to look at binary classification is that we can use a decision function $f : X \subseteq \mathbb{R}^n \rightarrow \mathbb{R}$ to separate the inputs into two classes. Every input $x \in X$ will be labelled as positive if $f(x) \geq 0$, and if $f(x) < 0$ the input will receive a negative label. When $f(x)$ is a linear function of $x \in X$ it is called a *linear classifier* with the decision rule $\text{sign}(f(x))$.

[link](http://lucene.apache.org/)
The decision function of a linear classifier can be written as:

\[ f(x) = \mathbf{w} \cdot x - \theta \]  

\[ = \sum_{i=1}^{n} w_i x_i - \theta, \]

where \( \mathbf{w} \in \mathbb{R}^n \) are called the weights, and \( \theta \in \mathbb{R} \) is called the threshold. Together the weights and the threshold can be used to define a hyperplane splitting \( X \) in half-spaces using the equation \( f(x) = 0 \), this is shown in Figure 2.2. The weights and the threshold can be approximated from the training examples, one algorithm that does this is described in the next section.

2.2.3 Finding the weights

One of the earliest methods algorithms for finding a separating hyperplane was the perceptron algorithm developed by Rosenblatt in the fifties \[28\]. This algorithm is guaranteed to terminate if a separating hyperplane exists but might fail to do so if there is no separating hyperplane. In the following sections three algorithms for finding a separator are discussed in some detail.

These algorithms are selected because they are present in the Linguistic Classification System (LCS) that is used for experiments in this thesis. The LCS is a basic component for all applications involving document classification. It has a proven track record \[17\] in the classification of patent documents.

2.2.4 Balanced Winnow

The family of Winnow algorithms were invented by Littlestone \[21, 22\] as a method to learn boolean functions from examples. The algorithm itself is surprisingly simple as shown in Algorithm 2.2.1

\[ \text{http://www.phasar.cs.ru.nl/LCS} \]
Algorithm 2.2.1 Pseudocode for balanced Winnow

1: procedure \textsc{BalanceWinnow}(\{(x_1, t_1), \ldots, (x_m, t_m)\}, \alpha, \beta, \theta^-, \theta^+)
2: \qquad w^+ \leftarrow (2\theta^+ - \theta^-)/d
3: \qquad w^- \leftarrow (\theta^+ - \theta^-)/d
4: \qquad \text{for } l \leftarrow 1, k \text{ do}
5: \qquad \quad \text{for } i \leftarrow 1, m \text{ do}
6: \qquad \quad \quad s \leftarrow \sum_{j=1}^{n} (w_j^+ - w_j^-) \cdot x_{ij}
7: \qquad \quad \quad \text{if } s \leq \theta^+ \text{ and } t_i = 1 \text{ then}
8: \qquad \quad \quad \quad w^+ \leftarrow \alpha \cdot w^+
9: \qquad \quad \quad \text{else if } s \geq \theta^- \text{ and } t_i = 0 \text{ then}
10: \qquad \quad \quad \quad w^- \leftarrow \beta \cdot w^-
11: \qquad \quad \quad \text{end if}
12: \qquad \quad \text{end for}
13: \qquad \text{end for}
14: \quad \text{return } w^+, w^-
15: \text{end procedure}

Littlestone provided in his paper a proof that Winnow is guaranteed to find a hyperplane that separates the input examples perfectly if such a hyperplane exists. Furthermore, he also showed that the algorithm is robust to noise and irrelevant attributes in the input examples. This robustness is Winnow's key strength, Littlestone proved that the upper bound on the number of mistakes shows linear growth in the number of relevant attributes and only a logarithmic growth in the total number of attributes. In combination with the fact that the Winnow algorithm makes no assumptions with respect to the (in)dependence between attributes, these properties make it a good candidate for use on text classification.

2.2.5 Naïve Bayes

Currently, the de-facto algorithm used in text classification is Naïve Bayes. It is a probabilistic classifier based on the application of Bayes' theorem:

\[ P(C = c|D = d) = \frac{P(D = d|C = c) \cdot P(C = c)}{P(D = d)}. \]

The main idea is to calculate the probability that a certain document belongs to a certain class, to find \( P(C = c|D = d) \). A document \( d \) is then said to belong to class \( c \in C \) when the probability of this event is maximal with respect to other classes. More formally this can be written as:

\[ \arg \max_{c \in C} P(C = c|D = d) = \arg \max_{c \in C} \frac{P(D = d|C = c) \cdot P(C = c)}{P(D = d)}. \]

From this definition it is clear that \( P(D = d) \) is irrelevant to the decision, because it is constant when deciding between classes. Thus it can be left out without changing the final classification, yielding the following simpler equation:

\[ \arg \max_{c \in C} P(C = c|D = d) = \arg \max_{c \in C} P(D = d|C = c) \cdot P(C = c). \]

Naturally, the true probability distributions are unknown, but they can be reasonably approximated from a set of labelled documents if the probability distribution of these documents resemble the true distribution in the intended application.
The approximation depends on how a document is modelled. In line with the rest of this thesis a document is modelled using the bag-of-words method. Therefore, the probability of a document \(d\) given a class \(c\) equals the joint probability of all terms in the vocabulary \(V\), i.e. \(P(D = d|C = c) = P(t_1 \land \ldots \land t_n|C = c)\). Incorporating this document model into the classification equation yields:

\[
\arg \max_{c \in C} P(C = c|t_1 \land \ldots \land t_n) = \arg \max_{c \in C} P(t_1 \land \ldots \land t_n|C = c) \cdot P(C = c).
\]

(2.6)

Thus all that is needed are approximations of \(P(C = c)\) and \(P(t_1 \land \ldots \land t_n|C = c)\). The prior probability of any document belong to class \(C = c\) can be estimated by counting the training documents that are labelled as belonging to \(c\), so that:

\[
P(C = c) = \frac{N(C = c)}{\sum_{c' \in C} N(C = c')},
\]

(2.7)

under the assumption that the labelled collection of documents is a random sample from the real probability distribution.

The other approximation is more difficult to come by. By using Bayes’ rule repeatedly it is possible to rewrite that into the following:

\[
P(t_1 \land \ldots \land t_n|C = c) = P(t_1|t_2 \land \ldots \land t_n, C = c) \cdot P(t_2 \land \ldots \land t_n|C = c)
\]

(2.8)

\[
= P(t_1|t_2 \land \ldots \land t_n, C = c) \cdot P(t_2|t_3 \land \ldots \land t_n, C = c) \cdot P(t_3 \land \ldots \land t_n|C = c)
\]

(2.9)

\[
= P(t_1|t_2 \land \ldots \land t_n, C = c) \cdots P(t_{n-1}|t_n, C = c) \cdot P(t_n|C = c),
\]

(2.10)

which is expensive to compute. This can be alleviated by the assumption that word occurrence given a class is independent. This assumption is of course false, but it greatly simplifies the approximation, because:

\[
P(t_1|t_2 \land \ldots \land t_n, C = c) = P(t_1|C = c)
\]

when \(t_1, \ldots, t_n\) are independent. Applying this to Equation (2.10) yields the more convenient:

\[
P(t_1 \land \ldots \land t_n|C = c) = \prod_{i=1}^{n} P(t_i|C = c),
\]

(2.11)

where \(P(t_i|C = c)\) can be estimated with:

\[
P(t_i|C = c) = \frac{N(t_i, C = c)}{\sum_{j=1}^{n} N(t_j, C = c)}.
\]

(2.12)

In this equation \(N(t_i, c)\) is a function that yields the number of tokens that occur for type \(t_i\) in documents labelled as belonging to class \(c\).

Usually, natural logarithms are used instead of the raw probabilities to counter the numerical errors that occur due to the probabilities being small. In case the class labels are binary it can be shown that Naïve Bayes is a linear classifier too. It is possible to write the Naïve Bayes decision rule in Equation (2.11) in an equivalent manner as Equation (2.5). This can be done by writing the decision rule as:

\[
\ln \frac{P(C = c|D = d)}{P(C = \neg c|D = d)} = \ln \frac{P(C = c)}{P(C = \neg c)} + \sum_{i=1}^{n} \ln \frac{P(t_i|C = c)}{P(t_i|C = \neg c)}.
\]

(2.13)

where \(w_i = \ln P(t_i|C = c)/P(t_i|C = \neg c)\), \(x_i\) equals the occurrence of a term in a document, and \(\theta = -\ln P(C = c)/P(C = \neg c)\).

Surprisingly, despite the false independence assumption Naïve Bayes works well in practice. This counterintuitive empirical result is the subject of much research \([27, 19]\). Recently, it has been shown that in certain cases, such as text classification, it is the optimal classification algorithm \([32]\), because the results of the false independence assumptions are expected to cancel each other out.
2.2.6 Positive (Negative) Naïve Bayes (PNNB)

Traditional Naïve Bayes requires both positive and negative example documents to compute a classifier. Recently, a new variant of the Naïve Bayes classifier was proposed by Denis et al. [10, 11] which is relevant to Classifier Based Search. The authors adapted the original algorithm so that it could approximate the conditional probabilities from positive training examples and unlabelled examples. This is expected to result in less manual work, because no negative examples have to be labelled by hand. This variant differs in the estimation of the probability distribution of the negative documents, because these are not labelled. However, the decision rule remains the same as shown in Equation 2.13.

The main idea behind this classifier is that in a strictly binary classification it must be the case that the probability of a document being a negative example of a class together with the probability of it being a positive example sums to 1, i.e. \( P(C = \neg c) = 1 - P(C = c) \).

The estimation of \( P(t_i|C = \neg c) \) is problematic, because there are no negative examples. Therefore, these probabilities have to be estimated from the positive and unlabelled examples only. Denis et al. derived the following equation:

\[
P(t_i|C = \neg c) = \frac{N(t_i, \varepsilon) - P(t_i|C = c) \cdot P(C = c) \cdot N(C = \varepsilon)}{P(C = \neg c) \cdot N(C = \varepsilon)},
\]

(2.14)

from the relations:

\[
P(t_i) = P(t_i|C = \neg c) \cdot P(C = \neg c) + P(t_i|C = c) \cdot P(C = c),
\]

and

\[
P(t_i) = \frac{N(t_i, C = \varepsilon)}{N(C = \varepsilon)}.
\]

After using PNB for classification of unlabelled documents negative examples can be found automatically. However, apart from examining them by hand there is no way to be sure about these labels. Denis et al. describe a modification to their PNB algorithm that lets the algorithm use such negative examples as well. They combine the PNB estimate \( P_{PNB}(t_i|C = \neg c) \) with the traditional Naïve Bayes estimate \( P_{NB}(t_i|C = \neg c) \):

\[
P(t_i|C = \neg c) = (1 - \alpha) \cdot P_{PNB}(t_i|C = \neg c) + \alpha \cdot P_{NB}(t_i|C = \neg c),
\]

(2.15)

where \( \alpha = \frac{1}{2} \cdot \frac{N(C = \neg c)}{N(C = c)} \cdot \frac{P(C = c)}{P(C = \neg c)} \).

Both variants of Naïve Bayes are sensitive to missing examples in the training data. When the labelled examples for class \( c \) do not contain a certain word any real world document of class \( c \) that does contain the word will have a probability of 0. This situation occurs due to the multiplication of conditional probabilities in Equation 2.13. To mitigate this effect a constant prior probability is simulated by applying smoothing. Usually, Laplace smoothing also known as +1 smoothing is used for the conditional probabilities of a word given a class label, for example adding the small prior to Equation 2.12 gives:

\[
P(t_i|C = c) = \frac{1 + N(t_i, C = c)}{n + \sum_{j=1}^{n} N(t_j, C = c)},
\]

(2.16)
3 Classifier-Based Search

Classifier-based search is closely related to document categorisation, in essence it is an attempt to use a linear classifier in reverse. When an organisation has collected a large collection of labelled documents over time it could use this collection to train classifiers to aid in the classification of future unlabelled documents. If a classifier is accurate and is able to label unseen documents, it must somehow be a description of the essence of the class. Therefore, it might be possible to use this description to retrieve all documents that the classifier would label with the class it describes. The end result is no different than simply downloading all documents and using the classifier to label each document, but if only the relevant documents are downloaded and labelled this would save resources.

We start out with a given procedure \( \text{query}(\{t_1, \ldots, t_n\}) \) which returns a list of all documents that are relevant to its parameter. In this case \( \text{query} \) will retrieve its results from a local index, but this could be changed at some point to also work on remote search engines, therefore we prefer to hold on to this abstraction. This procedure will be the basis upon we build an algorithm to retrieve documents relevant to a given linear classifier.

3.1 A solution for small collections

As is often the case, we are looking at a tradeoff between time and space complexities. We can generate exactly \( n \) queries of one term only which each would yield a large result set. These sets will later have to be merged into one final set by taking their union. From the final set we can prune all documents that have a score less than the given threshold, \( \theta \). In a worst case scenario, the list of hits for a single-termed query comprises the complete universe of documents, something like this would for instance happen when one of the terms in the class profile is a common word such as “the” or “a”. If we have an upper limit \( L \) to the number of results we can expect this amounts to a worst case space complexity of \( O(cL) \), for a small value of \( c \). As long as this fits into memory we could use Algorithm 3.1.1 to locate all relevant documents in the collection.

However, for sufficiently large collections of documents this is not a particularly useful solution. During its runtime the algorithm maintains scores for all documents it has found, regardless of their relevance. For document collections of a more realistic size this may quickly become a problem.

3.2 Towards larger collections

To limit the amount of space that is consumed we can alternatively perform many queries over multiple terms yielding smaller result sets. Each such query is only performed if the terms composing it comprise a feasible subset. A feasible subset has the property that the weights of all terms will sum up to at least the threshold. The result sets of the feasible queries can then be merged by taking their union. Furthermore, we will download only a small fraction of irrelevant documents since the accumulated documents are all the result of queries that, at least according to the classifier, may produce relevant results.

Formally, given a linear classifier of the form presented in Equation 2.5 this idea could be modelled as
Algorithm 3.1.1 A solution for small collections

1: procedure FIND DOCUMENTS $(w, \theta)$
2: \( n \leftarrow \text{Count}(w) \)
3: \( H \leftarrow \text{Map()} \) \hspace{1cm} \( H \) is a map of docid to score
4: for \( i \leftarrow 1, n \) do
5: \( H_i \leftarrow \text{Query}(t_i) \) \hspace{1cm} \( H_i \) is a set of docids for \( t_i \)
6: \( \text{for } j \leftarrow 1, \text{count}(H_i) \) do
7: \( \text{score} \leftarrow H.Get(H_i[j]) \)
8: if \( \text{score} \neq \text{NULL} \) then
9: \( H.Put(H_i[j], \text{score} + w[i]) \)
10: else
11: \( H.Put(H_i[j], w[i]) \)
12: end if
13: end for
14: end for
15: \( \text{Prune}(H, \theta) \) \hspace{1cm} \( \text{remove items with } \text{score} \leq \theta \)
16: return \( H \)
17: end procedure

follows:

\[
\text{find all } q \text{ with } q \in \{0, 1\}^n, \\
\text{subject to } \sum_{i=1}^{n} w_i q_i > \theta.
\]

Algorithm 3.2.1 shows one way to get all the relevant queries. In this algorithm only the maximum sum of weights for each document is maintained. The procedure \( \text{Bin}(i) \) generates a binary representation of its argument. Using the binary representation it is possible to generate a boolean query by interpreting all ones as positive terms and all zeros as negative terms. This is what the procedure \( \text{GenQ} \) does. Clearly, in its present form this algorithm is neither optimal nor useful, because it will have to produce \( 2^n \) queries. This exponential behaviour quickly becomes too much work for any realistically sized class profile.
However, it does away with the overlap between the result sets by using the full set of terms in each query, if \( q_i = 1 \) the term is added to the query otherwise the negation of the term is added to the query. Ultimately, the result is that \( H \) contains exactly the relevant results together with the sums of their weights.

### 3.3 Improvements to this approach

The relation in Equation 3.3 can be exploited to limit the number of queries produced.

\[
\text{query}(\{t_1, \ldots, t_{n-1}, t_n\}) \subseteq \text{query}(\{t_1, \ldots, t_{n-1}\}).
\]  

We only care about the result sets of the queries, therefore we can look for queries over the smallest number of terms, that barely sum up to over the threshold when their weights are summed. Due to the inclusion relation any document retrieved by a long query will also be retrieved by a shorter one. It is possible to model “barely” by adding a constraint to the model that sets a maximum value to the sum of weights:

\[
\text{find all } q, \text{ with } q \in \{0, 1\}^n, \quad (3.4)
\]

subject to \( \sum_{i=1}^{n} w_i q_i > \theta \), \( (3.5) \)

\[\neg \exists q': \sum_{i=1}^{n} w_i q_i' > \theta \land q' \subset q. \quad (3.6)\]

where \( q' \subset q \) is taken to mean that \( q' \) is a prefix of \( q \).

When the weights corresponding to the terms in a query sum to over the threshold, the added constraint makes sure that there is no shorter version of the query that also sums to over the threshold. Algorithm 3.3.1 is an implementation of this model. By using this model the ability to list the sum of weights for each document is lost. These scores are needed later, therefore we need to add a post-processing step in order to calculate the scores for all the retrieved documents.

### 3.4 Why CBS is hard

Unfortunately, by adding the above constraint the amount of work needed to find the optimal queries is not necessarily reduced. Moreover, even without this extra constraint the problem shows similarities
with a known hard problem, the 0-1 knapsack problem. The 0-1 knapsack problem is defined as follows: given a knapsack with capacity $W$, a set of $n$ items each with a corresponding weight $w_i$ and a profit $p_i$, calculate which set of items that will fit in the knapsack will yield a maximal profit. Formally, this can be written as shown in Equation (3.8):

$$\text{maximise } \sum_{i=1}^{n} p_i q_i,$$

$$\text{subject to } \sum_{i=1}^{n} w_i q_i \leq W,$$

where $p_i, w_i \in \mathbb{R}$ and $q_i \in \{0, 1\}$.

In 1972 Richard Karp [13] proved that this problem along with 20 others is in the class of NP-complete problems. This class contains all problems for which solutions can be verified in polynomial time with respect to the input length and which can only be solved in polynomial time on a nondeterministic Turing machine.

The difference between the 0-1 knapsack problem and CBS is that in the latter problem the weights and the profits are equal to each other, $p_i = w_i$. Unfortunately, this does not mean that it is easier to solve this problem, this special case of the 0-1 knapsack problem is known as the subset-sum problem and is also in the class of NP-complete problems [14]:

$$\text{maximise } \sum_{i=1}^{n} w_i q_i,$$

$$\text{subject to } \sum_{i=1}^{n} w_i q_i \leq W.$$

Taking this into account it is unlikely that a linear time or a polynomial time algorithm can be constructed that solves the CBS problem exactly.

When presented with a NP-complete problem it is sometimes enough to find a solution that comes to within a predefined $\epsilon$ of the most optimal solution. In other words it is enough to find an approximation with a predictable error bound. By allowing an approximation it is often possible to construct an algorithm that is far less computationally expensive than the exact solution.

In this case an enumeration of the set of feasible solutions is needed instead of selecting the most optimal one from the set of solutions. There are two possible outcomes for an approximation scheme. Firstly, if solutions are found with a score that is too low we will retrieve too many irrelevant documents. It is not clear if it is possible to say how many extra documents will be downloaded with respect to the error bound. Secondly, if solutions are found with a score that is too high too many queries will be generated. Adding an error bound may even worsen the situation, because it is no longer clear if the result sets will be disjoint.

### 3.5 2-Phase Classification with Heuristics

There is already a need for a post-processing phase because of the need to have the document scores. If a shorter high-recall classifier is used as the input to CBS and a full fledged classifier is used as the second phase it might obtain a high accuracy as well. Algorithm [3.3.1] can be used as the basis for the high-recall first phase. So we will investigate two-phase classification and try to find heuristics to obtain a feasible solution.

#### 3.5.1 A Light Tail

This algorithm can be improved by adding branch-and-bound heuristics to stop descending into branches as early as possible. A first heuristic could be to stop extending a query when the sum of the weights
of the terms that have not been considered by the algorithm yet are not enough to score higher than the threshold value.

This heuristic is implemented in Algorithm 3.5.1 by the \( rs \) variable. In the initial call of the procedure, \( rs \) will contain the full sum of weights. For every subsequent call, \( rs \) will decrease until it is clear that the current score combined with the remaining weights is not enough to score higher than the threshold value.

**Algorithm 3.5.1 Heuristics**

```
1: procedure FINDDOCS\((i, n, w, q, \theta, rs)\)  \(\triangleright H \) is a set of docids
2: \( H \leftarrow \text{Set}(\) \)
3: \( \text{score} \leftarrow \sum_{i=1}^{n} w_i \cdot q_i \)
4: if \( \text{score} > \theta \) then
5: \( H \leftarrow \text{Query}(q) \)
6: return \( H \)
7: else if \( i \geq n \) then
8: return \( H \)
9: else if \( \text{score} + rs \leq \theta \) then  \(\triangleright rs \) is the sum of the remaining \( w_i \)
10: return \( H \)
11: else
12: \( H \leftarrow \text{FindDocuments}(i+1, n, w, q \cup q_i, \theta, rs-w_i) \)
13: \( H \leftarrow H \cup \text{FindDocuments}(i+1, n, w, q, \theta, rs-w_i) \)
14: end if
15: return \( H \)
16: end procedure
```

The effect of this heuristic is dependent on the distribution of weights over the query terms. Typically, only a small fraction of terms are given a significant weight by a linear classifier, these are the most important terms. Certain terms achieve a score over the threshold by themselves, such as the first few terms in Figure 3.1.

After this high peak, the graph of term weights typically has a midsection of terms that are more or less equally important. The midsection is the collection of terms that is responsible for most of the computational complexity in the branch-and-bound algorithm.

The final part of the graph typically is a large tail of terms with a very low weight. These terms provide very little retrieval precision in the final result set, but typically produce a high recall. For example, the 20 lowest scoring terms from the graph above are shown in Figure 3.5.1. Most of these terms are words typically found in a stop list, because on their own they do not describe any particular concept or subject.

Luckily, only a small number of terms are actually needed. Experience with term selection \([26, 15, 31]\) has shown that in document classification 99% of all terms can be discarded without loss of classification accuracy.

### 3.5.2 The Oracle

Figure 3.1 shows another opportunity. Assume that the horizontal line shows the class threshold, and the terms in the profile are sorted so that \( w_t \geq w_{t+1} \). If we generate a query with as first positive term \( t \), i.e. all terms up to \( t \) are given as negative terms, then the line \( 1/w_t \) denotes the absolute minimum number of positive terms that need to be included in the query from \( t+1 \cdot n \) in order for the total weight to be larger than the threshold.

Due to the weight distribution of a typical class profile, the number of terms needed quickly becomes large. Furthermore, it is also known that the probability of a collection of terms co-occurring in a single document decreases when the number of terms in the collection increases.
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This can be exploited by peeking in the index from time to time to see if certain combinations of terms occur together at all. If any of these combinations return an empty result set we no longer have to check any queries containing those combinations.

This is shown in Algorithm 3.5.2 the procedure Peek checks whether the positive terms in \( q \) occur simultaneously in documents anywhere. Only a single example has to be found, and calls can be memoised, therefore on average the call returns quickly.
Algorithm 3.5.2 Heuristics

1: procedure FINDDOCUMENTS(i, n, w, q, θ, rs)
2:     \( H \leftarrow \text{Set}() \quad \triangleright \text{H is a set of docids} \)
3:     score \( \leftarrow \sum_{i=1}^{n} w_i \cdot q_i \)
4:     if score > θ then
5:         \( H \leftarrow \text{Query}(q) \)
6:         return \( H \)
7:     else if \( i \geq n \) then
8:         return \( H \)
9:     else if score + rs \( \leq \) θ then \( \triangleright \text{rs is the sum of the remaining } w_i \)
10:       return \( H \)
11:     else
12:         if \( \neg \text{isEmpty(Peek}(q)) \) then
13:             \( H \leftarrow \text{FindDocuments}(i + 1, n, w, q \cup q_i, \theta, rs - w_i) \)
14:             \( H \leftarrow H \cup \text{FindDocuments}(i + 1, n, w, q, \theta, rs - w_i) \)
15:         end if
16:     end if
17:     return \( H \)
18: end procedure
4 Experimentation and Evaluation

In order to evaluate the design of classifier-based search, several measurements and experiments were performed. For these experiments several extensions to the Linguistic Classification System were implemented.

Firstly, the multinomial Naïve Bayes Classifier, such as the one described in Section 2.2.5, was implemented in Java for LCS3. In order to make use of the LCS data structures created for the Balanced Winnow decision rule:

\[ y(x) = (w^+ - w^-) \cdot x - (\theta^+ - \theta^-) \]  

the Naïve Bayes decision rule in Equation 2.13 was rewritten to fit. This is possible due to the logarithms used in Naïve Bayes.

Secondly, the Positive Naïve Bayes algorithm described in Section 2.2.6 was implemented in Java. The ability to use negative examples was removed after some initial experiments because these initial results showed the same deterioration as obtained in Section 4.2.4.

Finally, a prototype of the classifier-based search algorithm was implemented in Java on top of LCS3. To simulate a search engine the Apache Lucene library was used. Initial experiments using the Google search engine were performed, but it quickly became clear that this was not feasible without the cooperation of Google. After 1000 queries Google would block new requests and show the user a “captcha” each time.

Classifier-based search has been evaluated using two datasets with different characteristics in order to answer the main research question:

How to search effectively for maximally relevant texts on a specific topic by means of a linear classifier in a large closed document collection?

The answers to the supporting questions:

1. What is the relation between the precision and recall of the linear classifier and the precision and recall of Classifier-Based search?
2. How can this relation be used to provide confidence on the expected precision and recall of Classifier-Based search?
3. How to limit the number of documents that must be manually judged by a professional.
4. What is the optimal number of terms for the classifiers?

will be determined experimentally is this chapter.

4.1 Dataset Description

EPO1A is a dataset created by the European Patent Office containing 16000 patent application abstracts. All patent abstracts are written in English. Each document belongs in exactly one class out of 16 possible classes, it is a mono-classification. For each class there are exactly 1000 positive examples. Some
pre-processing was performed on the abstracts. Firstly, all terms were converted to lowercase. Secondly, all non-alphabetic terms were discarded. This results in the characteristics shown in Table 4.1.

**EPO2F** is a collection of full-text patent applications in English. This collection was also created by the European Patent Office. For each of the documents, one up to seven class labels are provided out of a total of 44 labels. This collection is a multi-classification where each document is labelled on the average for 1.8 different classes. For each class there is minimum of 2000 positive examples; sometimes there are more examples because documents can have multiple class labels.

### Table 4.1: Characteristics of EPO1A

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of documents</td>
<td>16000</td>
</tr>
<tr>
<td>Number of documents per class</td>
<td>1000</td>
</tr>
<tr>
<td>Total nr. of terms (tokens)</td>
<td>2004009</td>
</tr>
<tr>
<td>Nr. of unique terms (types)</td>
<td>21918</td>
</tr>
<tr>
<td>Mean nr. of terms / document</td>
<td>143</td>
</tr>
</tbody>
</table>

### Table 4.2: Characteristics of EPO2F

When ranking all terms in the collections according to their term frequencies, it is clear that they adhere approximately to Zipf’s law. Zipf’s law is an empirical law that states that the frequency of each word in a corpus is inversely proportional to its rank in the frequency table.

### 4.2 Effects of classifier complexity and number of training examples

We need to measure the effect of classifier complexity on classifier performance in order to determine whether it is feasible to do document retrieval using a short classifier.

Furthermore, we need to measure the effect of the number of training examples, both positive and negative, on classifier performance in order to estimate how many documents need to be judged manually by a human operator while still having reasonable classifier performance.

#### 4.2.1 Quality Measures

To measure the performance of a classifier, the standard information retrieval measures of precision, recall and $F_1$ will be used. The precision of a classifier is given as:

$$ precision = \frac{|\text{relevant documents} \cap | \text{retrieved documents}|}{| \text{retrieved documents}|}. $$

(4.2)

In other words, precision is the fraction of retrieved documents that are relevant.

Recall is the fraction of relevant documents that were retrieved during a search. Formally, this can be written as:

$$ recall = \frac{|\text{relevant documents} \cap | \text{retrieved documents}|}{| \text{relevant documents}|}. $$

(4.3)

1 not reported here
On its own, recall is not a good measure of quality, because 100% recall rate is trivial to achieve; one simply has to return the entire document collection.

Therefore, it is necessary to have a quality measure that balances precision and recall. This role is typically fulfilled by the $F_1$ measure. The $F_1$ measure is a harmonic mean between precision and recall. It can be written as:

$$
F_1 = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}.
$$

(4.4)

4.2.2 Baseline with Positive and Negative Examples

We will start by measuring the effect of the number of training examples and the number of profile terms using the default LCS3 classifier, Balanced Winnow. This experiment will be a baseline to compare PNB against. For Balanced Winnow, LTC term weighting and cosine document length normalisation were enabled.

We use the EPO1A data set, split into two. We use 80% of the data set to draw training examples from, and we use the remaining 20% as a validation set. For each category $c$, the documents not labelled for $c$ are considered an counter example. Unlabelled documents are ignored during training.

4.2.3 Positive Naive Bayes (PNB)

Using the EPO1A dataset a linear classifier is trained using the Positive Naive Bayes algorithm for each class that is present in the dataset. As described in Section 2.2.6 and the implementation notes in Section 4 the algorithm does not need counterexamples. The classifiers assigned either one or zero classes to each document that they were presented with.

After shuffling the dataset it was split in two separate parts, 80% of the corpus was used for training the classifiers, leaving the remaining 20% as test data. This process was repeated to get a 5-fold cross...
validation of the results. The training data was pre-processed such that only the desired fixed number of labelled examples remained, the other examples were input to the LCS unlabelled.

For the experiment no document length normalisation was performed, and no term-weighting was done, because these have negative effects on Positive Naïve Bayes performance. The positive class probability parameter was derived from the data set and was set to \( \frac{1}{16} \). Furthermore, during the experiment Laplace smoothing was applied.

The effect of the number of documents on retrieval performance is shown in Figure 4.3. This figure shows the feasibility of reasonably accurate document classification using positive examples and unlabelled examples only. Furthermore, it shows that Positive Naïve Bayes is able to overcome the noise of known positive examples in the unlabelled training data, which is used to estimate the probability of a document not being in a class.

Notice that the graph for PNB grows much more slowly than seen in the graph for Winnow in the baseline experiment. That is the price paid for not having labelled negative examples. But precisely the absence of negative weights makes PNB suitable for classifier-based search.

### 4.2.4 Balanced Winnow

The same experiment using only positive training examples was repeated using the Balanced Winnow algorithm. In this case cosine document length normalisation was performed, because it helps Balanced Winnow gain retrieval performance. Furthermore, LTC term-weighting was applied because that also helps Balanced Winnow. Table 4.3 shows the values of the learning parameters given to Balanced Winnow during the experiment.

The result of this experiment is shown in Figure 4.4.

The implementation of the Balanced Winnow algorithm in the LCS uses all documents not labelled for category \( c \) as negative examples for the category \( c \), but a fraction of the unlabelled documents are actually positive examples. This resulted in severely deteriorated classification performance, despite
the fact that at least 93.75% of the unlabelled examples were negative examples. The classification performance becomes better after a enough documents are trained to minimise the number of wrongly labelled positive examples.

The sudden steep ascend of the graph when enough examples are added is surprising. One possible explanation is that a limited number of positive documents is present. After adding enough examples for training, the fraction of positive examples used as negative examples decreases. Another possibility is that certain positive examples are vital for correct classifier training, and those documents were used as negative examples. Unfortunately, these hypotheses could not be tested in time.

Naturally, this is not a fair testament to the performance that Balanced Winnow normally gives. The need for negative examples makes Winnow unsuitable for classifier-based search. That leads us to the idea of two-phase classification. In the first phase a high-recall classifier is used, which is trained with PNB. The second phase performs a high-accuracy classification with Winnow.
4.3 Evaluating the two-phase design

In this section some experiments are presented that validate the two-phase design of classifier-based search.

4.3.1 Feasibility of classifier-based search

We have divided the EPO1A collection into a test set and a train set using ten percent of the documents for training and the remaining 90 percent for testing. This is a non-standard method of splitting a data set, the reason is that a human workforce has to label the documents manually in a real-world scenario. Therefore, we have opted to minimise the manual labour.

We used the Positive Naïve Bayes algorithm to learn a first phase classifier for each of the 16 classes using the 10/90 split. Exactly one class had to be assigned to each document, i.e. a mono-classification. \( \chi^2 \) term-selection was used to fixate model complexity on the predefined values. This type of term-selection is one of the many features of LCS3 and is considered a good term-selection algorithm [26, 31]. It will be considered as a black-box process during these experiments.

The 10% training data was reused to learn the second phase classifier with the Balanced Winnow algorithm, using the same parameters as shown in Table 4.3. In this case no term selection was performed, resulting in a classifier length of 4283 terms on average.

Table 4.3.1 shows the results of different sized classifiers, ranging from 10 to 640 selected terms. For each size classifier four rows of results are shown.

1. **CBS (phase 1)** corresponds to the first phase of classifier-based search, using only the short classifier created with PNB.

2. **CBS (phase 2)** corresponds to using both phases of classifier-based search, i.e. the full-text of the documents found during phase one is retrieved and classified using the full-length classifier created using Balanced Winnow.
3. \textit{LCS (short)} corresponds to the performance of the first phase short classifier alone on the full-text of all test documents.

4. \textit{LCS (long)} corresponds to the performance of the second phase long classifier alone on the full-text of all test documents.

<table>
<thead>
<tr>
<th>Terms</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 measure</th>
<th>Nr. of docs</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 terms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBS (phase 1)</td>
<td>0.5193</td>
<td>0.7786</td>
<td>0.6231</td>
<td>1523</td>
</tr>
<tr>
<td>CBS (phase 2)</td>
<td>0.9039</td>
<td>0.7531</td>
<td>\textbf{0.8216}</td>
<td>1523</td>
</tr>
<tr>
<td>LCS (short)</td>
<td>0.5193</td>
<td>0.7786</td>
<td>0.6231</td>
<td>14400</td>
</tr>
<tr>
<td>LCS (long)</td>
<td>0.9007</td>
<td>0.8376</td>
<td>\textbf{0.8680}</td>
<td>14400</td>
</tr>
<tr>
<td>20 terms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBS (phase 1)</td>
<td>0.5984</td>
<td>0.8473</td>
<td>0.7015</td>
<td>1708</td>
</tr>
<tr>
<td>CBS (phase 2)</td>
<td>0.9360</td>
<td>0.8086</td>
<td>\textbf{0.8677}</td>
<td>1708</td>
</tr>
<tr>
<td>LCS (short)</td>
<td>0.5984</td>
<td>0.8473</td>
<td>0.7015</td>
<td>14400</td>
</tr>
<tr>
<td>LCS (long)</td>
<td>0.9382</td>
<td>0.8396</td>
<td>\textbf{0.8862}</td>
<td>14400</td>
</tr>
<tr>
<td>40 terms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBS (phase 1)</td>
<td>0.5267</td>
<td>0.8631</td>
<td>0.6542</td>
<td>2894</td>
</tr>
<tr>
<td>CBS (phase 2)</td>
<td>0.9246</td>
<td>0.8126</td>
<td>\textbf{0.8650}</td>
<td>2894</td>
</tr>
<tr>
<td>LCS (short)</td>
<td>0.5267</td>
<td>0.8631</td>
<td>0.6542</td>
<td>14400</td>
</tr>
<tr>
<td>LCS (long)</td>
<td>0.9251</td>
<td>0.8182</td>
<td>\textbf{0.8684}</td>
<td>14400</td>
</tr>
<tr>
<td>80 terms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBS (phase 1)</td>
<td>0.5451</td>
<td>0.9020</td>
<td>0.6795</td>
<td>4219</td>
</tr>
<tr>
<td>CBS (phase 2)</td>
<td>0.9381</td>
<td>0.8263</td>
<td>\textbf{0.8786}</td>
<td>4219</td>
</tr>
<tr>
<td>LCS (short)</td>
<td>0.5451</td>
<td>0.9020</td>
<td>0.6795</td>
<td>14400</td>
</tr>
<tr>
<td>LCS (long)</td>
<td>0.9381</td>
<td>0.8263</td>
<td>\textbf{0.8786}</td>
<td>14400</td>
</tr>
<tr>
<td>160 terms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBS (phase 1)</td>
<td>0.5666</td>
<td>0.9050</td>
<td>0.6969</td>
<td>4598</td>
</tr>
<tr>
<td>CBS (phase 2)</td>
<td>0.9629</td>
<td>0.7937</td>
<td>\textbf{0.8701}</td>
<td>4598</td>
</tr>
<tr>
<td>LCS (short)</td>
<td>0.5666</td>
<td>0.9050</td>
<td>0.6969</td>
<td>14400</td>
</tr>
<tr>
<td>LCS (long)</td>
<td>0.9629</td>
<td>0.7937</td>
<td>\textbf{0.8701}</td>
<td>14400</td>
</tr>
<tr>
<td>320 terms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBS (phase 1)</td>
<td>0.6301</td>
<td>0.9188</td>
<td>0.7475</td>
<td>5955</td>
</tr>
<tr>
<td>CBS (phase 2)</td>
<td>0.9488</td>
<td>0.8042</td>
<td>\textbf{0.8706}</td>
<td>5955</td>
</tr>
<tr>
<td>LCS (short)</td>
<td>0.6301</td>
<td>0.9188</td>
<td>0.7475</td>
<td>14400</td>
</tr>
<tr>
<td>LCS (long)</td>
<td>0.9488</td>
<td>0.8042</td>
<td>\textbf{0.8706}</td>
<td>14400</td>
</tr>
<tr>
<td>640 terms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBS (phase 1)</td>
<td>0.5837</td>
<td>0.9137</td>
<td>0.7124</td>
<td>7543</td>
</tr>
<tr>
<td>CBS (phase 2)</td>
<td>0.9356</td>
<td>0.8031</td>
<td>\textbf{0.8643}</td>
<td>7543</td>
</tr>
<tr>
<td>LCS (short)</td>
<td>0.5837</td>
<td>0.9137</td>
<td>0.7124</td>
<td>14400</td>
</tr>
<tr>
<td>LCS (long)</td>
<td>0.9356</td>
<td>0.8031</td>
<td>\textbf{0.8643}</td>
<td>14400</td>
</tr>
</tbody>
</table>

Table 4.4: Classifier-based search on class01 of EPO1A.

The difference in $F_1$ score of the least complex 2-phase classifier-based search and the most complex 2-phase classifier-based search is remarkably small, at only 4.27%. This little increase in quality comes at the cost of retrieving 4.95 times as many documents. Furthermore, when comparing the least complex 2-phase classifier-based search to using a full length classifier on all documents, CBS has to score about 9.5 times less documents at the cost of 4.27% $F_1$ score. The end result is that row 2 and 4 only differ significantly in the number of documents classified!

Using a similar 10/90 shuffle for training and testing examples, the same experiment was repeated with the EPO2F data set. This experiment simulates a different environment, it is a multi-classification with much longer texts. The first phase of CBS again is created using the Positive Naïve Bayes algorithm. These short classifiers range from 10 to 640 terms in length.
The second phase classifier was created using the Balanced Winnow algorithm, again using the parameters in Table 4.3. The length of the classifiers was 63920 terms on average. The results are shown in Table 4.3.1.

<table>
<thead>
<tr>
<th>10 terms</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CBS (phase 1)</td>
<td>0.1520</td>
<td>0.5948</td>
<td>0.2421</td>
<td>20883</td>
<td></td>
</tr>
<tr>
<td>CBS (phase 2)</td>
<td>0.6359</td>
<td>0.5948</td>
<td>0.6147</td>
<td>20883</td>
<td></td>
</tr>
<tr>
<td>LCS (short)</td>
<td>0.1085</td>
<td>0.6369</td>
<td>0.1854</td>
<td>61576</td>
<td></td>
</tr>
<tr>
<td>LCS (long)</td>
<td>0.6351</td>
<td>0.6358</td>
<td>0.6354</td>
<td>61576</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>20 terms</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CBS (phase 1)</td>
<td>0.2078</td>
<td>0.7473</td>
<td>0.3252</td>
<td>24494</td>
<td></td>
</tr>
<tr>
<td>CBS (phase 2)</td>
<td>0.5995</td>
<td>0.7088</td>
<td>0.6496</td>
<td>24494</td>
<td></td>
</tr>
<tr>
<td>LCS (short)</td>
<td>0.1746</td>
<td>0.7513</td>
<td>0.2833</td>
<td>61577</td>
<td></td>
</tr>
<tr>
<td>LCS (long)</td>
<td>0.5992</td>
<td>0.7110</td>
<td>0.6503</td>
<td>61577</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>40 terms</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CBS (phase 1)</td>
<td>0.2523</td>
<td>0.7996</td>
<td>0.3950</td>
<td>29769</td>
<td></td>
</tr>
<tr>
<td>CBS (phase 2)</td>
<td>0.6948</td>
<td>0.5598</td>
<td>0.6201</td>
<td>29769</td>
<td></td>
</tr>
<tr>
<td>LCS (short)</td>
<td>0.2558</td>
<td>0.7996</td>
<td>0.3876</td>
<td>61576</td>
<td></td>
</tr>
<tr>
<td>LCS (long)</td>
<td>0.6948</td>
<td>0.5598</td>
<td>0.6201</td>
<td>61576</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>80 terms</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CBS (phase 1)</td>
<td>0.2779</td>
<td>0.8347</td>
<td>0.4170</td>
<td>31738</td>
<td></td>
</tr>
<tr>
<td>CBS (phase 2)</td>
<td>0.6609</td>
<td>0.5674</td>
<td>0.6106</td>
<td>31738</td>
<td></td>
</tr>
<tr>
<td>LCS (short)</td>
<td>0.2742</td>
<td>0.8353</td>
<td>0.4129</td>
<td>61576</td>
<td></td>
</tr>
<tr>
<td>LCS (long)</td>
<td>0.6609</td>
<td>0.5674</td>
<td>0.6106</td>
<td>61576</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>160 terms</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CBS (phase 1)</td>
<td>0.2776</td>
<td>0.8790</td>
<td>0.4220</td>
<td>36929</td>
<td></td>
</tr>
<tr>
<td>CBS (phase 2)</td>
<td>0.6258</td>
<td>0.6724</td>
<td>0.6483</td>
<td>36929</td>
<td></td>
</tr>
<tr>
<td>LCS (short)</td>
<td>0.2771</td>
<td>0.8790</td>
<td>0.4213</td>
<td>61576</td>
<td></td>
</tr>
<tr>
<td>LCS (long)</td>
<td>0.6258</td>
<td>0.6724</td>
<td>0.6483</td>
<td>61576</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>320 terms</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CBS (phase 1)</td>
<td>0.3053</td>
<td>0.9026</td>
<td>0.4563</td>
<td>41418</td>
<td></td>
</tr>
<tr>
<td>CBS (phase 2)</td>
<td>0.5301</td>
<td>0.8188</td>
<td>0.6435</td>
<td>41418</td>
<td></td>
</tr>
<tr>
<td>LCS (short)</td>
<td>0.3053</td>
<td>0.9026</td>
<td>0.4563</td>
<td>61576</td>
<td></td>
</tr>
<tr>
<td>LCS (long)</td>
<td>0.5301</td>
<td>0.8188</td>
<td>0.6435</td>
<td>61576</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>640 terms</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CBS (phase 1)</td>
<td>0.3117</td>
<td>0.9158</td>
<td>0.4651</td>
<td>44220</td>
<td></td>
</tr>
<tr>
<td>CBS (phase 2)</td>
<td>0.6469</td>
<td>0.6096</td>
<td>0.6277</td>
<td>44220</td>
<td></td>
</tr>
<tr>
<td>LCS (short)</td>
<td>0.3116</td>
<td>0.9158</td>
<td>0.4650</td>
<td>61576</td>
<td></td>
</tr>
<tr>
<td>LCS (long)</td>
<td>0.6469</td>
<td>0.6096</td>
<td>0.6277</td>
<td>61576</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.5: Classifier-based search on dir01 of EPO2F.

This table shows that the 2-phase design also works on for multi-classification problems. Although, the difference between the number of documents scored by classifier-based search and the direct application of the long classifier is not as large, it is still a marked improvement. In a multi-classification it is more difficult to separate two classes, because they might overlap. This might be the reason why the difference between CBS and a direct application of the long classifier is not as large.

The results sometimes show small differences between CBS (phase 2) and LCS (long), these are to be expected when using a 2-phase design. The first and second phase classifiers of CBS do not make the same classification mistakes. Two situations change the results from using the long classifier directly:

1. A false positive of the classifier in the second phase might disappear, because the document was not retrieved by the first phase.
2. A true positive of the classifier in the second phase might disappear, because it is a false negative
by the classifier in the first phase.

The second situation decreases overall classification quality, but the first situation increases classification quality. These empirical results suggest that these two situations do not change the results much compared to the direct application of the long classifier.

### 4.3.2 Influence of the Threshold in the First Phase

The results in Table 4.3.1 were created using the threshold that PNB calculated, namely $\theta = -\ln P(C = c)/P(C = \neg c)$. However, there is also a possibility to vary this threshold to get a different balance between precision and recall. Changes to the threshold have a direct effect on the number of documents that will be retrieved during the first phase of CBS for further inspection.

In order to demonstrate this effect, an experiment was done using the 10, 20, 40 and 80 term classifiers created during the experiment for Table 4.3.1. The CBS algorithm was run again with varying threshold values for the first phase classifier. The effect of the threshold value, $\theta$, on the number of documents that are scored during classifier-based search is shown in Figure 4.3.2. The vertical bar is denotes the threshold that LCS calculated itself. In the case of PNB, the threshold is equal to $\theta = -\ln P(C = c)/P(C = \neg c)$.

The effect of the threshold value, $\theta$, on the $F_1$ score for the 2-phase classifier-based search process is shown in Figure 4.3.2. Figure 4.3.2 and Figure 4.3.2 show that increasing the threshold value decreases the number of documents that will be evaluated significantly at a relatively little penalty in quality. This is further reinforced by the view presented in Figure 4.3.2. It shows the effect of threshold value on precision and recall separately for the classifier with 80 terms. Here it is clearly visible what is happening: precision increases so much at the cost of recall that eventually no more documents are retrieved and both precision and recall drop to zero.

![Figure 4.5: The effect of $\theta$ on nr. of documents scored.](image)

Figure 4.5: The effect of $\theta$ on nr. of documents scored.
Figure 4.6: The effect of $\theta$ on $F_1$ score

Figure 4.7: The effect of $\theta$ on precision and recall
5 Conclusion

In this thesis a design for a classifier-based search system was developed. Compared to the state-of-the-art, such a search system enables a user to perform a search using a more refined model for a topic. In turn, this translates to a less labour intensive process in a professional search situation.

It was shown that the CBS problem is closely related to the subset-sum problem, therefore it is prohibitively difficult to solve directly for a realistically complex linear classifier. The final design utilises a two-step approach in order to sidestep this problem. In the first phase, a short high-recall classifier is used to find documents that have a high likelihood of being relevant, but with a low number of false negatives. The second phase uses a full-fledged linear classifier with a high accuracy, it will filter out most non-relevant documents. The resulting list of hits can be further processed in a professional search pipeline.

In order to handle linear classifiers of a useful length with reasonable time and space limitations, several heuristics were developed and implemented for the first phase of classifier-based search. These heuristics are mostly dependent on the distribution of the term weights in a classifier, which in turn is dependant on the distribution of terms in typical texts. This makes it likely that these heuristics are specific to the text mining domain.

Furthermore, as a first-phase classifier, Positive Naïve Bayes was implemented for use in the CBS system. Besides a large body of unlabelled texts, PNB needs only a small set of labelled relevant texts. This makes the classifier a prime candidate for bootstrapping and active learning of new sets of labelled documents.

A first prototype of the system was implemented in the LCS, using a high-recall step with PNB followed by a high-accuracy step with Winnow. This was used to validate the claims by means of experimentation on two data sets, EPO1A and EPO2F. The experiments showed that the heuristics worked well enough to be able to handle classifiers of a reasonable length. For example the 640-termed classifier could potentially generate approximately $4.56 \cdot 10^{192}$ queries, but generated merely 12167 queries for EPO1A and 10198 queries for EPO2F.

The search space is limited by the threshold of the linear classifier, higher values of the threshold will translate into more queries evaluated during the search. Consequently, recall will be lower and precision will be higher. Therefore, a human operator has, by means of the threshold, control over the runtime of the system, and over the classifier quality.

Further experimental results showed that the classification performance of a two-phase classifier based search system is closely related to classification performance of the second stage classifier when applied directly on the test set. This property may be used by a human operator to gauge the classifier quality on a small test collection before using the classifier-based search system on a large index. Moreover, it may be used to estimate costs in case of a professional search situation.

The experimental results also showed that recall keeps increasing with a larger number of terms for the first phase classifier. This means that the optimal number of terms for the first-phase classifier must be determined separately for each situation. Judging by the limited results in this thesis, a good starting point is between 80 and 160 terms.

The classifier-based search system could be integrated into an active learning system such as the forensic monitoring application described in [29]. With CBS at its basis, such a system could be used to rapidly learn new concepts to monitor for.
6 Further Research

Some questions which remained unanswered in this thesis. The results in Section 4.2.4 showed that a small portion of positive examples, wrongly labelled as negatives, would impact the classification quality of Balanced Winnow. It is expected that this will be true for a lot of learning algorithms. In order to build a semi-automated active learning system, it is necessary to have a high precision classifier that does not need negative examples. Another option is to find a method to reliably prune all positive examples from the unlabelled ones with PNB.

Would classifier-based search be any easier if a purpose built index could be used? A preliminary survey suggests that this is not the case, classifier-based search is very closely related to a problem from computational geometry called *half-space range reporting*. The half space range reporting problem [1] can be given as: preprocess a set of \( n \) points so that the points inside a query half-space can be reported efficiently. The decision function of a linear classifier defines two half-spaces. Efficient solutions exist for the half-space range reporting problem up to and including three dimensions [1]. However, for typical dimensions encountered in text categorisation there are no efficient solutions, but maybe an approximation [11] can be used.
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