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Abstract

Modern software systems often make use of external dependencies to speed up development and reduce cost. These dependencies have to be updated to ensure the flexibility, security, and stability of the system. In this thesis we analyze the dependency update behavior of industry systems. Several measurements are presented to quantify how outdated an individual dependency is, as well as a benchmark-based metric to rate a system as a whole. The system-level metric is validated through three different methods. First, the usefulness of the metric is validated using interviews with practitioners. Secondly, the metric is checked for flatlining when a system is monitored over time. Finally, the metric’s relationship with reported security vulnerabilities in dependencies is investigated. The latter validation step shows that systems with outdated dependencies are more than four times as likely to have security issues in their external dependencies.
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Chapter 1

Introduction

Modern software systems often make use of third-party software components in order to function. Components enable developers to reuse code across systems allowing systems to be developed at a lower cost in a shorter period of time [34]. When a component is added to a software system, the system builds upon the functionality provided by the component and thus starts depending on that component in order to function. The term dependency is used interchangeably to describe both the relationships between the component and the system, as well as the component itself.

Throughout the system’s lifetime dependencies have to be kept up-to-date with new releases of the dependency, but updating dependencies can come at a high cost [6]. Keeping up-to-date can be challenging as the team working on the software system may have little influence on the development process of the dependency, yet it relies on the developers of the dependency to provide non-trivial security and bug fixes [39].

The lack of control over the dependency’s development process and the trade-offs for updating dependencies make the decision to update a dependency non-trivial. Whether to update a system’s dependencies is a trade-off. On one hand there is the effort needed to bring dependencies up-to-date and on the other hand the benefits of having up-to-date dependencies. The benefits include:

**Security** A dependency may contain security vulnerabilities. When a dependency is not updated to patch such a vulnerability, the system may be at risk.

**Flexibility** Up-to-date dependencies allows the organization to respond to change more quickly, because recent dependency versions are easier to update than older dependency versions. New functionality in dependencies is already available.

**Stability** Dependency updates often contain bug fixes, improving the stability and correctness of the overall system.
**Compatibility** External changes to the system’s environment may stop the system from functioning.

There are several reasons why dependencies are not updated, or why it’s hard to update a system’s dependencies. These reasons can both be attributed to the dependency’s developers, the software system’s developers as well as the direct management of the latter.

**Testing effort** When a system has a low test coverage, manual testing is required in order to check for regressions after a dependency update. Because the majority of the dependencies aren’t versioned in a way that the version number reveals potential breaking changes [38] testing is required.

**Prioritization** Bug fixing and adding features to a system is often prioritized over preventive maintenance. Dependency updates may contain trivial changes not directly affecting the system, which makes it hard to justify the update effort at the time of the release of the dependency.

**Implicit dependencies** Not all systems explicitly declare their dependencies, making it impossible to get a comprehensive overview of the dependencies, increasing the effort when updating the dependencies.

Deciding whether to update a system’s dependencies is thus a double edged sword and requires a careful balance of the effort needed to update the dependencies and the benefits gained by updating. In order to make such a decision an objective way to quantify whether a system’s dependencies are up-to-date is needed.

Little research has been done to define what good dependency management actually entails. A very low level of freshness is seldom desirable, but a bit might be. To understand why this may be desirable, consider the following software release cycle. Functionality is added during a major release, accompanied by bugs which were introduced while adding a feature. In subsequent minor releases, these bugs are fixed. Not being fully up-to-date might thus be beneficial for the stability of the system as subsequent minor releases are more stable than major releases. A function describing the desirability of a dependency given its version distance is plotted in Figure 1.1.

An exception to this is when a dependency contains a critical security vulnerability. Delaying the dependency update leaves the system in a vulnerable state and a low dependency freshness may make the upgrade process difficult. However, the opposite might also be true; a dependency may be so outdated that vulnerabilities do not apply to the version used by the system. For the remainder of this study we assume that having the most recent release of a dependency is the most desirable.
In practice, dependencies are often installed automatically through package managers, which also take care of transitive dependencies. Systems specify their dependencies in a manifest, which are then downloaded and installed by the package manager. This process is repeated until all dependencies are met. There are several intricacies to this process, such as dependency compatibility, circular dependencies and interdependency relations [12, 16].

Technical debt

The technical debt metaphor was originally used to describe the problem of not improving less-than-ideal code to non-technical stakeholders; “not quite right code which we postpone making it right” [15]. Over the past decades this concept has been applied to several kinds of debts related to software [28]. The notion of update debt can be defined as the buildup of dependency versions which have yet to be applied to the software system.

In Figure 1.2 a system is depicted with a single dependency, added at $t$. At $t + 2$, the dependency has seen two releases since $t$, thus increasing the technical debt of the system. At $t + 3$, the dependencies are updated within the system, after which the debt is paid.

In this study the term dependency freshness is used to express how up-to-date a dependency is. This metaphor is taken from produce; like dependencies they start out fresh, but after a certain period of time they go bad. A system owner may find it desirable to maintain a certain level of dependency freshness to keep the overall system healthy. The exact reasons why this is beneficial are outlined in the previous section. The term freshness thus refers to how recent a version of a dependency is compared to the version that is available.
Figure 1.2: Applying the technical debt metaphor to dependency updating.

Relevance

Even though external dependencies are widely used in software engineering, little research has been done on how to manage these dependencies. This means that most of the industry practices are formed through anecdotal experience rather than empirical study. With this in mind, this study could be labelled as fundamental research.

Proper dependency management is not only interesting from a technical perspective, but is also relevant to our society in which software systems take an increasingly prominent role. A prime example is the April 2014 end-of-life of Microsoft’s Windows XP, meaning that no new security updates will be released to the general public. Net Market Share [42] still reported a market share of over 26% when support was discontinued for this version of Windows. This leaves more than a quarter of desktop internet users exposed to security vulnerabilities.

Organizations that still haven’t upgraded have built up a considerable amount of debt, but these organizations are only partly to blame. It could be argued that Microsoft failed to provide an adequate update path in time, delaying suppliers of the organization to update their applications therefore slowing down the migration. This illustrates the importance of managing dependencies and the risk involved of using third-party dependencies.
1.1 Research questions

To define a system-level dependency freshness metric we first need to be able to measure the dependency freshness of a single dependency. Once a measurement is established a metric for an entire system can be defined and subsequently validated. The following research questions are formulated to guide this research:

RQ1 How can we measure the dependency freshness of a single dependency?
RQ2 How can we measure the dependency freshness of a system as a whole?

The structure of this study is as follows. In chapter two several concepts are defined and measurements are proposed to express the distance between two versions of a dependency. These measurements are then compared and used to analyze a set of industry systems. A single measurement is then used to define a benchmark-based metric, which can be found in chapter three.

This metric is subsequently validated in chapter four, where we look into the usefulness of the metric in practice, its relationship to security and suitability for long-term monitoring. Finally, the related work is covered in chapter five and the conclusion of the study can be found in chapter six, together with future work.

1.2 Methodology

In order to answer the stated research questions the concept of freshness is defined and its different properties explored. Dependencies are mined from a dataset of industry systems in order to gain further insight in how dependencies behave in real life systems. In this research dependencies are considered to be external software libraries which are used by a system. The database of dependencies mined from the industry systems will be enriched with data retrieved from Maven.org, a widely used software repository.

The system-level metric is validated using the criteria from the IEEE Standard 1061-1998 [3]. The general usefulness of the metric is validated through a series of semi-structured interviews with practitioners. A dataset created by Cadarui [14] is used to determine whether dependencies contain reported security vulnerabilities. The metric’s performance through time is validated by recomputing the system-level dependency freshness rating for each versions of the system as found in the dataset of industry systems.
1.3 Research context

This study is performed at the Software Improvement Group (SIG), an independent advisory firm that evaluates the quality of software systems. Systems are evaluated using the SIG Maintainability Model [23] and employs a star-based rating system to compare systems to a benchmark of industry systems. Evaluated systems are added to the benchmark repository that is used to calibrate the model on a yearly basis.

1.4 Application

The main goal of the system-level dependency freshness metric is to aid stakeholders in deciding when it is time to update a system’s dependencies. This metric should give an indication whether a system is still performing as it should, or requires attention. However, a comprehensive overview of the state of a system’s dependencies can’t be formed by dependency freshness alone. In order to get such an overview, the dependency freshness metric can be incorporated into a metric system.

A widely-used approach for developing such a software metric system is the Goal Question Metric approach popularized by Basili et al. [7]. The GQM approach is top-down, rather than bottom-up. The goal is defined first, as the main objective of the metric system.

Two additional aspects related to dependency management where identified as important, namely dependency coupling and security issues within dependencies. Therefore two additional questions are added to the metric system. Finally, metrics are assigned to each individual question in order to complete the metric system. This system is described in Table 1.1.

While this metric can thus be used in isolation, incorporating the metric in a metric system will give stakeholders a more complete view of the state and risks of a system’s dependencies.
<table>
<thead>
<tr>
<th>Goal</th>
<th>Purpose</th>
<th>Make informed decisions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Issue</td>
<td>about managing</td>
<td></td>
</tr>
<tr>
<td>Object</td>
<td>software dependencies</td>
<td></td>
</tr>
<tr>
<td>Perspective</td>
<td>from the system’s owner perspective.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question</th>
<th>Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do any of the software dependencies contain security vulnerabilities?</td>
<td>Vulnerability alert ratio \cite{14}</td>
</tr>
<tr>
<td>What is the level of encapsulation and independency of a dependency within a system?</td>
<td>Dependency profile \cite{10}</td>
</tr>
<tr>
<td>Are the system’s dependencies up-to-date?</td>
<td>Dependency freshness</td>
</tr>
</tbody>
</table>

Table 1.1: A GQM approach to a metric system which could incorporate the dependency freshness metric.
Chapter 2

Dependency freshness at the dependency-level

To gain a better understanding of dependency freshness we first define working definitions for a dependency in general, dependency versions and dependency freshness itself. After defining these terms, several measurements are proposed to capture the dependency freshness concept. A number of these measurements will then be used to analyze a dataset of industry systems and their dependencies. We describe the dataset and how it was obtained.

2.1 Software dependencies

In component-based software development, systems are assembled from multiple components which can be developed independently of one another. These individual components form a cohesive system when put together \[34\]. In order for the system to function, these individual components have to be able to communicate amongst each other. Such a component is called a dependency. Systems can have several types of relationships with a dependency \[3\], namely:

**Mandatory** The dependency has to be present for the system to run.

**Optional** The dependency is not required for the system to run, but this may impact quality aspects like performance. An example of this would be a compiled database driver versus a driver in a higher level language.

**Negative** The dependency cannot be present to avoid conflicts with other available components.

Ideally, dependencies are defined explicitly in order to assess fully whether a system functions properly with regards to its dependencies.
Figure 2.1: Example of a dependency graph of system $s$ with two dependencies, excluding one transitive dependency.

Dependencies can have dependencies on their own, resulting in a recursive structure. One can look at these dependencies on different levels of granularity, such as statements and functions [21]. In this study the focus is on components, or more specifically, libraries. The relations between dependencies and systems can be described in a dependency graph.

More formally, a system $s$ can be described using the following definition in which $G$ describes the dependency graph, $V$ the vertices and $E$ the edges in the graph [9]:

$$G = (V, E)$$

$$V = \{s, d_1, d_2, d_3\}$$

$$E = \{(s, d_1), (s, d_2), (d_2, d_3)\}$$

This system has three components; $d_1, d_2$ and $d_3$. Component $d_1$ and $d_2$ are dependencies of $s$, while $d_3$ is a dependency of $d_2$.

2.2 Dependency versions

Software version numbers are used to refer to a piece of software at a certain point in time, but they have no universal semantic meaning. The numbers can be an indication of amount of change relative to a previous version, software maturity and even software stability [17]. They can also be used to distinguish between different branches of development. While version numbers may look comparable, their semantic meaning can differ between projects.

The number of versions released within a single time period is different between projects and is likely to be variable. Some projects will only see a handful of releases per year, while other projects may be released several times per day [25]. This makes it impossible to assign an amount of effort based on version number.

The Semantic Versioning\(^1\) standard tries to standardize the meaning of version numbers across projects. In this versioning scheme, version numbers

---

\(^1\)http://semver.org
signify the stability of a public API, the interface which is specifically designated to be used by third-party developers. The format of these version numbers is a tuple \((x, y, z)\) or the major, minor and patch version numbers, respectively.

When a developer makes a change to the public API that breaks backward compatibility (i.e. the software using the API has to be modified in order to work with a new release of the dependency) the major version number has to be incremented. The minor version number should be incremented when functionality is added to the library, while the patch version number should be incremented when bugs are fixed. In practice, very few projects actually adhere to this versioning scheme [38].

For this study a public release of a dependency with a distinctive version number is considered to be a separate version of a dependency, without making further distinctions.

### 2.3 Dependency freshness

Dependency freshness can be explained as the difference between a dependency version that is used by a system and the most recent version of that dependency, at that time. More formally; let \(d\) be a dependency of system \(s\) at time \(t\). At \(t+1\) a new version of \(d\) becomes available, \(d^1\). However, \(s\) at \(t+1\) still relies on \(d\); the system relies on an older version of a dependency even though a newer version is available.

Using \(d\) at \(t+1\) is therefore considered less fresh than using \(d^1\) at \(t+1\). In other words, it’s less desirable to use dependencies when a newer version can be used. It would be impossible for \(s\) to depend on \(d^1\) at \(t\), as \(d^1\) only became available at \(t+1\).

A more elaborate example is given in Figure 2.2. In this figure a system with two dependencies is depicted. Dependency \(d_1\) is kept up-to-date with every release of \(s\), while a release of \(d_2\) wasn’t updated immediately. This
was corrected in the last version of the system, $s^2$. Measurements to quantify this distances are presented in the next section.

### 2.4 Version distance

To express how fresh a certain dependency is, we need a measurement which makes it possible to compare a certain release of a dependency to another release of that dependency. In this section several measurements are explored that use different attributes of a dependency. The measurements are also described using the Software Metrics Catalog Format [11] and can be found in the appendix.

Because the system-level metric will be based on a single measurement, the most appropriate measurement has to be selected. Our criteria for selecting this measurement are based on the criteria described by Heitlager et al. [23].

**Indicator of recentness** How well the measurement indicates the timespan between two versions of a dependency.

**Indicator of change** How well the measurement indicates whether a dependency has seen a lot of change.

**Ease of implementation** How easy the measurement is implemented across languages, as well as additional data needed to compute the distance between two versions.

**Sensitivity to outliers** How sensitive a measurement is to outliers, such as dependencies with short release cycles or dependencies that see extensive periods of inactivity.

First we present each individual measurements, after which they are scored.

#### 2.4.1 Version sequence number

The difference between two separate versions of a dependency can be expressed by the difference of the version sequence numbers of two releases. This measurement does not necessarily take into account the version number of a dependency, but can employ the dependency’s release date to order the difference versions. For a dependency with the versions $(d^n, d^{n+1}, d^{n+2})$ ordered by release date, the version sequence distance between $d^n$ and $d^{n+2}$ is 2.

**Considerations**

Dependencies with short release cycles are penalized by these measurement, as the version sequence distance will be relatively high compared to dependencies on longer release cycles.


<table>
<thead>
<tr>
<th>Version</th>
<th>Version number</th>
<th>Delta</th>
<th>Cumulative delta</th>
</tr>
</thead>
<tbody>
<tr>
<td>(d^n)</td>
<td>((1, 2, 0))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(d^{n+1})</td>
<td>((1, 2, 1))</td>
<td>((0, 0, 1))</td>
<td>((0, 0, 1))</td>
</tr>
<tr>
<td>(d^{n+2})</td>
<td>((1, 3, 0))</td>
<td>((0, 1, 0))</td>
<td>((0, 1, 1))</td>
</tr>
<tr>
<td>(d^{n+3})</td>
<td>((1, 3, 1))</td>
<td>((0, 0, 1))</td>
<td>((0, 1, 2))</td>
</tr>
</tbody>
</table>

Table 2.1: Example of how to compute the version number delta distances between several versions of a dependency.

### 2.4.2 Version release date

In order to express how recent a version is, the number of days between two releases of a dependency can be calculated. This number expresses the number of days that a new version of a dependency has been available, but not yet updated to.

Let \(r\) be a function which returns the release date for a dependency version. The release date distance between \(r(d^n) = 10/3/2014\) and \(r(d^{n+2}) = 30/6/2014\) is thus 113 days. Note that the difference between \(d^n\) and \(d^{n+2}\) can be computed directly rather than via \(d^{n+1}\). Unlike the other measures presented in this section, this measurement can be calculated without knowledge of intermediate releases.

**Considerations**

This measurement penalizes dependencies that release a new version of a dependency after large periods of inactivity. This is often the case for dependencies with a high level of maturity.

### 2.4.3 Version number delta

Comparing two version number tuples can be done by calculating the delta of all version number tuples between two releases. A version number is defined as a tuple \((x, y, x)\) where \(x\) signifies the major version number, \(y\) the minor version number and \(x\) the patch version number. The function \(v\) will return the version numbers tuple for a version of a dependency.

The delta is defined as the absolute difference between the highest-order version number which has changed compared to the previous version number tuple. To compare multiple consecutive version number tuples, the deltas between individual versions are added like normal vectors.

For example, two consecutive versions of a dependency \(v(d^n) = (1, 2, 2)\) and \(v(d^{n+1}) = (1, 3, 0)\) will result in the version delta distance \((0, 1, 0)\). A more elaborate example can be found in Table 2.1.
Change & $d^n \Delta d^{n+1}$ & $d^{n+1} \Delta d^{n+2}$
\hline
Classes added & 3 & 0 \\
Classes removed & 1 & 0 \\
Methods changed & 5 & 3 \\
Methods removed & 0 & 2 \\
Delta & 9 & 5 \\
Cumulative delta & 14 & \\
\hline

Table 2.2: Example of how to compute the Public API delta between three versions of a dependency.

Considerations

The main problem with this measurement is that there is no meaningful way of aggregating the tuple of major, minor and patch version numbers to ultimately come up with a single number to represent the version delta. It can be said that $x > y > z$, but it is impossible generalizable the values of the variables as it is completely dependent on a dependency’s individual release cycle.

2.4.4 Public API delta

To express the amount of change between two releases of a dependency, the source code of the two versions can be compared, as suggested by Raemaekers et al. [38]. In this paper, the authors use a tool called Clirr$^2$ to analyze changes in the dependencies API of Java libraries. While Clirr can only analyze changes in Java code, comparable tools could be written for other programming languages. These changes include the removal and addition of classes, methods, fields and more. More details are available in the referred paper.

The number of changes made between each separate version of a dependency can be accumulated to obtain the delta between releases. These changes can include properties like classes added, classes removed, methods changed and methods removed. An example can be found in Table 2.2. It is also possible to modify this measurement so that only the changes between two versions are computed, rather than accumulate the changes of all intermediate versions.

\footnote{http://clirr.sourceforge.net}
Table 2.3: Comparison of the different version distance measurements. Criteria can have a positive relation (+), a negative relation (–) or a neutral relation (●)

<table>
<thead>
<tr>
<th>Indicator of recency</th>
<th>Version sequence number</th>
<th>Version release date</th>
<th>Version number delta</th>
<th>Public API delta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indicator of change</td>
<td>●</td>
<td>+</td>
<td>●</td>
<td>–</td>
</tr>
<tr>
<td>Ease of implementation</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Sensitivity to outliers</td>
<td>High</td>
<td>High</td>
<td>Neutral</td>
<td>Low</td>
</tr>
</tbody>
</table>

Considerations

Analyzing the API of the dependency is a sensible method because the system relying on this dependency is a direct consumer of this API. A change to the API may thus result into an effort in order to reach compatibility again. However, not every change to the API will require such effort and the effort involved is determined by the level of code coupling [10] and exact usage of the API. Implementing this measurement is highly complex and not compatible across platforms.

2.4.5 Measurement overview

The public API delta has the most favorable rating when looking at Table 2.3. This measurement has a low sensitivity to outliers and is a good indicator for change. However, it is hard to implement, nor is the measurement as intuitive as the other measurements.

Because of this, the version release date and version sequence number measurements were selected as candidate measurements. Both these measurements are easy to implement and don’t make any assumptions about versioning schemes of the software, unlike the version number delta.

2.5 Datasets

To see how the two selected measurements perform on real data we use a dataset of industry systems, enriched with data from a central software repository. This section describes the datasets and how they were used. Figure 2.3 gives an overview of how the different datasets were obtained.
2.5.1 Dataset of industry systems

To perform our analysis a corpus of industry systems is needed. These systems were made available for study by SIG. Clients provide SIG with regular source code snapshot of their systems, allowing for this type of analysis.

A total of 75 systems from 30 different clients were identified as Java systems which manage their dependencies through Maven, a tool for building software projects and managing software dependencies. To perform the analysis dependencies have to be declared explicitly. Maven systems were selected as this was the most widely used dependency manager across all the systems which are analyzed by SIG, although a same type of analysis could be performed on systems using other package managers.

Extracting dependencies

In order to analyze the dependencies of a system, the exact dependencies and their versions have to be mined from the system’s source code. Systems which use Maven for their dependency management specify these dependencies in a manifest file, located in the root directory of the system. Additional manifests files can be placed in subdirectories. This manifest file is called pom.xml by convention. An example of such a file can be found in Listing 2.1. Version numbers can also be defined through a properties element and referenced by the name of the property.

Mining a system’s dependencies is a two-step process, resulting in a list of dependencies specified for a system:

1. Search the system directory for files called pom.xml.
2. Parse the XML files to retrieve the dependencies and remember the dependency if the dependency wasn’t already specified for this system. Variable version numbers are replaced by the value found for the

---

3http://apache.maven.org
key in the <properties> element. Dependencies with undeclared version numbers are discarded. This was only the case for 34 unique dependencies in our dataset.

```xml
<project>
  <properties>
    <commons-io-version>2.4</commons-io-version>
  </properties>
  <dependencies>
    <dependency>
      <groupId>junit</groupId>
      <artifactId>junit</artifactId>
      <version>4.8.1</version>
    </dependency>
    <dependency>
      <groupId>commons-io</groupId>
      <artifactId>commons-io</artifactId>
      <version>${commons-io-version}</version>
    </dependency>
    ...
  </dependencies>
</project>

Listing 2.1: Example POM file showing the system’s dependencies.

2.5.2 Dataset of dependency versions

The data extracted from the repository of industry systems is incomplete in two respects. First of all it cannot be expected that every single version of a dependency is included in this dataset. The intermediate releases between two versions of a dependency are needed to compute the version sequence number distance. Secondly, the mined manifest files only contain dependency names and version numbers, but not their release dates. This release date is needed in order to compute the version release date distance.

In order to complete the database of dependency versions the Maven.org repository is used. This repository is the most widely used repository of Java packages and used by the Maven package manager in its default configuration. For every unique dependency (combination of groupId and artifactId) found in our dataset of industry systems, a query was made to the Maven.org repository. If an exact match was found all versions of that unique dependency were added to our database, together with their respective release dates.

2.5.3 Descriptive statistics

A total of 3107 unique dependencies were retrieved from the dataset of industry system, consisting out of 8718 unique dependency versions. Of these dependency versions 5603 (64%) were classified as internal dependencies.
which are not freely available online. This classification was done by comparing the groupId of a system with the groupId of a dependency. If these are the same it is assumed that the dependency was developed internally.

Querying the Maven.org repository resulted in 2326 unique dependency versions with release dates out of 3115, a hit percentage of 75%. A total of 23431 unique intermediate dependency versions were retrieved. These are the dependency versions which were not found in the dataset of industry systems, but are earlier or later versions of unique dependencies which were found in this dataset. These dependency versions are used to compute the release sequence number distance.

2.5.4 Limitations

The sample of systems is limited to systems which use Maven for its dependency management. This means that the dataset is biased towards systems where the importance of dependency management is understood.

Additionally, the systems are sourced from a repository which were collected by SIG to assess code quality. This raises the possibility that the analyzed systems are of a higher quality than the average software system. However, these systems were not rated on dependency freshness specifically. It could also be argued that the systems are of lower quality, because high quality systems would not require outside help.

Finally, due to the transitive nature of Maven manifests it might be possible that systems include more dependencies than the amount which was ultimately retrieved. The analysis is only performed on first-level dependencies, rather than dependencies of dependencies.

2.6 Dependency freshness in practice

As stated in chapter 1, it is assumed that a high level of freshness is desirable for a dependency. However, it is expected that distribution of freshness does not follow this ideal and presumably follows a fat-tailed power-law distribution, like many other software system properties do [2]. In order to assess this hypothesis, a histogram was plotted for the dependency freshness of all dependencies used in the analyzed systems, measured by the version release distance as well as the version sequence distance.

When analyzing Figure 2.4 (a) the length of the tail stands out, showing that some dependencies are over 3000 days old. Upon further investigation these cases often involve rather mature libraries such as those maintained by the Apache Commons project.

An example of this would be the release of the commons-logging package, version 1.1.1 on 2007-11-26. This release was

\footnote{http://commons.apache.org}
followed by version 1.1.2 on 2013-03-16. Calculating the release date distance between the two versions would yield a number found in the tail of the overall distribution, while its perceived freshness might be a lot higher.

The release sequence histogram (Figure 2.4 (b)) does more accurately follow the anticipated power-law distribution. This measurement is more forgiving to mature dependencies which are updated after several years of inactivity, as described in the previous paragraph. However, it is more susceptible to dependencies which have a shorter release cycles. For instance, the org.eclipse.jetty.jetty-client package saw 128 releases in a timespan of less than 5 years.

When performing a Spearman correlation test a value of 0.637 is found, indicating a strong, significant ($P < 0.05$) correlation between the two measurements. A Spearman correlation test is used as a monotonic relationship between the two measurements is expected and the variables are not normally distributed. This result confirms that as the version release date distance increases, it it highly probable that the version sequence number distances increases, too (and vice versa).

In Figure 2.5 both the version release date distances and version sequence number distance are plotted. This plot illustrates the different types of release cycles; data points below the red trend line generally have long release cycles, while the data points below the diagonal follow a quick release cycle.

When looking at the overall state of dependency freshness using the version sequence number distance we can conclude that only 16.7% of the dependencies display no update lag at all; the most recent version of a dependency is used. Over 50% of the dependencies have an update lag of at least 5 versions, which is considerable.

The version release date distance paints an even worse picture. The large
majority (64.1%) of the dependencies has an update lag of over 365 days, with a tail up to 8 years. This indicates that dependency management is neglected across the analyzed dataset.

### 2.7 Discussion

To answer **RQ1**: How can we measure the dependency freshness of a single dependency?

We defined several measurements in order to quantify the difference between two versions of a dependency. Ultimately, we used both the version sequence number distance and version release date distance to analyze a set of industry systems.

While both measurements are sensitive to outliers, the version sequence number distance is selected as the measurement for the remainder of this research. The primary reason to choose this measurement is that it discounts dependencies on quick release cycles (which are thus more subject to change), rather than mature projects which only see minor updates.

In future work, further refinements to these measurements could be made (for instance by normalizing the version release date distance using the version sequence number distance) to reduce outlier sensitivity.
Chapter 3

Dependency freshness at the system-level

In this chapter a metric is created that captures dependency freshness at the system-level. To do this, the version sequence number distance measurement that was defined in the previous chapter is used.

3.1 Software metrics

“Software metrics is a term that embraces many activities, all of which involve some degree of software measurement.” [19]. Software metrics encompass the software system itself, as well as the process around the software, respectively measuring its internal and external attributes.

Metrics allow stakeholders, managers and engineers to understand what is happening during the development process by making certain aspects of the product or process measurable and thus more visible. This will allow for additional control over the project as well as acting on possible anomalies therefor improving the overall outcome of a project [18, 19].

In order to create a software metrics system, quality factors have to be identified which are then used to determine the quality of a piece of software. These factors are then assigned to internal or external attributes of the system. Next, measurements are established in order to quantify such an attribute and finally a metric aggregates these measurements to a single rating [3].

Software metrics must satisfy several properties in order to be considered valid. Meneely, Smith and Williams [31] conducted a literature study of 20 relevant papers, identifying 47 unique validation criteria. During the study they identified two different philosophies within the software metrics community, favoring different kind of validity criteria, namely a goal-driven-approach or theory-driven approach. The goal-driven approach prioritizes pragmatism over theoretical soundness as long as the metric allows for “as-
assessment, prediction and improvement” of a system or process. Internal validity of a metric plays a central role in the theory-driven approach as these metrics are often used to create a better understanding of a system. A more succinct set of criteria can be found in IEEE Standard 1061-1998 [3]

3.2 Normative versus descriptive metrics

In the previous section a metric is defined as a function which maps measurements to a quality aspect of a system. Creating a metric thus requires the understanding of what the optimum of a certain quality aspect actually is and how far a single measurement deviates from this optimum. This approach is a normative approach, as it compares the system to a norm; an ideal model on how a certain aspect of the system should behave.

The problem of this approach is coming up with these models through empirical research. Setting threshold values to classify measurements often relies on experience and results are often not reproducible nor generalizable [2]. For instance, the upper bound of the McCabe complexity metric was set at 10 in its original paper [30], but this number is only backed up by anecdotal evidence.

An alternative to a normative approach is a descriptive approach. In this approach measurements are performed on a repository of systems which are then used as a benchmark [26]. The threshold values are then determined through a statistical and reproducible process, as explained by Alves et al. [2]. By doing this, a relative metric is created which allows for ranking of systems amongst each other, rather than an absolute measure to describe its quality.

The downside of this approach is that such a metric could rate a system which is a far from perfect at the upper end of the scale, just because all systems across the dataset perform poorly. However, a descriptive approach likely results in a metric with a high discriminative power because it takes the distribution of the systems into account by definition. The metric will also be more actionable [40] as improvements made to the system are more clearly reflected in the metric rating. Ultimately, through continuous recalibration of the metric, a scenario can be approached in which the majority of systems are always fully up-to-date.

3.3 Benchmark-based aggregation metric

Because little research has been done on the desired freshness properties of dependencies a descriptive approach is taken to define the metric. This allows for a definition of a metric without relying on expert knowledge. The methodology that is used is benchmark-based and widely used at SIG [4].
To do this, the version distance of all dependencies in each system in the benchmark dataset is computed. The version distance distribution is used to assign risk categories to each dependency, using the thresholds obtained in the first-level calibration. Next, a mapping is created to rate a system based on the relative amount of dependencies in each risk category, using the second-level calibration.

### 3.3.1 Measurement aggregation

The first step to defining such a metric is by creating a risk profile for each separate system. A risk profile is the distribution of measurements across a system, classified into certain risk categories. This results in a risk profile like \( \langle 27, 9, 5, 2 \rangle \) meaning that a system has 27 ‘low risk’, 9 ‘moderate risk’, 5 ‘high risk’ and 2 ‘very high risk’ dependencies.

The threshold values for these classification are determined by plotting a cumulative density function, containing all version sequence measurements across the dataset. Figure 3.2 shows the overall distribution of version distance as well as the distribution for each system. Three red lines are plotted to indicate the 70\(^{th}\), 80\(^{th}\) and 90\(^{th}\) percentile, which are used to derive the values of the thresholds for the risk categories. A wide variety of freshness can be observed between system, so no additional weight per dependency is required [2].

After establishing these thresholds, risk profiles for each separate system can be created as shown in Figure 3.3. Each bar represents a single system from the dataset and each color within the bar indicates the relative amount of dependencies in a certain risk category. The length of each differently colored bar is only an indicator of how many dependencies are present in a certain risk category. The system with a single red bar is a system with...
only a few dependencies, that are all classified as ‘very high risk’.

Note that the number of dependencies per system (Figure 3.1) varies widely; 24.5 at the first quantile, 37 at the median and 60.5 dependencies at the third quantile.

The exact numeric thresholds corresponding to the quantiles are listed in Table 3.1. The classification of a dependency is done by computing the version release sequence distance, after which the corresponding risk category is determined. For instance, a dependency with a version release sequence distance of 12 will be classified as a ‘moderate risk’ dependency. This process is repeated for each dependency with a known version release sequence distance.

### 3.3.2 Transformation to rating

While the risk profiles give a good indicator of the distribution of undesirable dependency versions, it is hard to compare the different sections of bars. Alves et al. [1] propose an algorithm for ranking these risk profiles as well as a way to derive a rating from such a profile. To accommodate this, a mapping has to be created that assigns a rating based on the relative size of the risk categories. SIG uses a star rating systems, ranging from one star
Figure 3.3: Dependency risk profiles for all systems in the dataset created using the first-level calibration thresholds.

Table 3.2: Non-cumulative risk profiles can be transformed in cumulative risk profiles by including the dependencies of higher risk categories.

<table>
<thead>
<tr>
<th>Risk profiles</th>
<th>Low risk</th>
<th>Moderate risk</th>
<th>High risk</th>
<th>Very high risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-cumulative</td>
<td>62.2%</td>
<td>20.7%</td>
<td>13.3%</td>
<td>3.8%</td>
</tr>
<tr>
<td>Cumulative</td>
<td>100%</td>
<td>37.8%</td>
<td>17.1%</td>
<td>3.8%</td>
</tr>
</tbody>
</table>

for low quality systems, to five stars for high quality systems.

The first step to aggregating these risk categories is transforming the risk profile into a cumulative risk profile. This is done by including the dependencies of higher risk categories into the original risk category. Intuitively this makes sense; dependencies which are of ‘very high risk’ are of at least ‘high risk’, too. An example of this transformation is shown in Table 3.2.

Once the risk profiles are transformed, exact threshold values for the categories have to be set. Using the set of systems in the benchmark and their associated risk profiles, thresholds are computed so that ultimately a distribution of $\langle 5\%, 30\%, 30\%, 30\%, 5\% \rangle$ of system ratings is reached.

The rating distribution is arbitrary as the methodology is generalizable to $n$ partitions with their respective intervals. The reasoning behind this distribution is that the maximum and minimum ratings are quite rare, while the ratings closer to the median are more evenly distributed.

To assign a discrete rating to a risk profile the star rating has to be found
Table 3.3: Second-level calibration thresholds for cumulative risk profiles.

<table>
<thead>
<tr>
<th>Rating</th>
<th>Moderate risk</th>
<th>High risk</th>
<th>Very high risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>⭐⭐⭐⭐⭐</td>
<td>8.3%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>⭐⭐⭐⭐</td>
<td>30.4%</td>
<td>14.3%</td>
<td>7.7%</td>
</tr>
<tr>
<td>⭐⭐⭐</td>
<td>38.9%</td>
<td>30.6%</td>
<td>19.7%</td>
</tr>
<tr>
<td>⭐⭐</td>
<td>60.0%</td>
<td>46.3%</td>
<td>27.8%</td>
</tr>
</tbody>
</table>

for which no cumulative risk category from a risk profile is greater than the threshold. The risk profile shown in Table 3.2 would thus score three stars.

37.8% < 60.0% ∧ 17.1 < 46.3 ∧ 27.8% < 3.8% ⇒ ⭐⭐
37.8% < 38.9% ∧ 17.1 < 30.6 ∧ 27.8% < 3.8% ⇒ ⭐⭐⭐
37.8% > 30.4%

This risk profile satisfies all the threshold for a two and three star rating, but fails to get a four star rating when the risk profile is compared with the ‘moderate risk’ threshold. The threshold for this category is set at 30.4% while 37.8% of the dependencies was classified as such.

It is also possible to assign a more fine-grained rating to a risk profile by using linear interpolation. This is done by first computing the discrete rating of a system and subtracting the absolute volume of dependencies in this risk category, normalized by the length of the risk category’s interval. The lowest value of this computation for each risk category is taken and 0.5 is added for ease of arithmetic rounding when the rating is translated to a star rating.

Applying this process for the risk profile in Table 3.2 is as follows.

\[
\text{moderateRiskRating} := 3 + 0.5 - (37.8 - 30.4) \frac{1}{38.9 - 30.4} = 2.629
\]
\[
\text{highRiskRating} := 3 + 0.5 - (17.1 - 14.3) \frac{1}{30.6 - 14.3} = 3.328
\]
\[
\text{veryHighRiskRating} := 3 + 0.5 - (3.8 - 7.7) \frac{1}{19.7 - 7.7} = 3.825
\]

Because this risk profile scored three stars in the discrete rating process, the continuous risk rating for each risk category is interpolated from the the upper and lower bounds of the categories belonging to this rating. Ultimately, this risk profile will be rated as 2.629, because it is the lowest rating of all three risk category ratings.
3.4 Discussion

To answer RQ2: How can we measure the dependency freshness of a system as a whole? A benchmark-based metric was defined as there is no normative data available on good dependency management. A two-step process was used to define this metric. First, different risk categories were set to classify dependencies by their version distance. Secondly, a mapping was created so that the risk profiles can be aggregated to ratings. This rating was calibrated so that the systems in the benchmark follow a \((5\%, 30\%, 30\%, 30\%, 5\%)\) distribution. The validation of this metric will be performed in the next chapter.
Chapter 4

Validation

To verify the metric developed in the chapter 3, three different types of validation studies are performed, namely:

**Interviews** A series of semi-structured interviews (section 4.1) are performed to check the usefulness of the metric in practice. The interviews are also used to check the discriminative power of the metric.

**Reported vulnerabilities analysis** A dataset of known vulnerabilities is matched with our dataset of used dependencies (section 4.2). This will allow us to investigate the relationship between the security aspect of a system and its dependency freshness rating.

**Longitudinal analysis** Ratings for systems with multiple versions will be compared to see whether the rating shows sufficient change through time (section 4.3).

The metric is checked for the criteria set by IEEE Standard 1061-1998 [3], as well as the general usefulness of the metric in practice. Finally the claim of a relationship between dependency freshness and security will be validated. The criteria in the IEEE Standard 1061-1998 [3] can be summarized as follows:

**Correlation** When the metric value changes, the value of the quality factor has to change sufficiently.

**Tracking** When the metric value changes, the value of the quality factor has to change in the same direction, unless the metric and quality factor are inversely related.

**Consistency** Metric values and their corresponding quality factor should have a strictly monotonic relation.

**Predictability** A change in a metric used in a quality factor has to sufficiently predict a change in a related quality factor.
Discriminative power  Metric values have to clearly discriminate between high and low quality systems.

Reliability  The metric displays the above criteria over a sufficiently large amount of systems.

4.1 Usefulness

To validate whether the proposed metric is considered useful, five semi-structured interviews are performed. In the introduction of this study we defined the goal of this research to create a metric which can quantify whether a system’s dependencies are up-to-date or not. If this is considered useful by the interviewees and the metric is an accurate indicator for the attribute, than the metric must be useful.

During these interviews quantitative information about dependency management general is collected, as well the information about the application of the metric. We hope that the information about the dependency management process in general will give additional insight in why systems often have outdated dependencies.

The subjects of the interview are SIG technical consultants. Technical consultants support general consultants on client projects and develop the tooling to perform their analysis. Technical consultants are generally highly educated (Master degree or higher) and experienced software engineers.

Semi-structured interviews are used as this data collection method can be used for collecting quantitative, foreseeable information while still allowing the collection of new insights [24]. The technical consultants were asked about two types of systems, known and unknown systems (see below). By asking technical consultants about a system they are familiar with, we are able to ask about the system owner’s motivation for (not) updating their dependencies.

**Known system** A system from a client that the technical consultant is assigned to. The exact system was selected by the author by picking a system assigned to the technical consultant. The system was discarded if the system had fewer than approximately 20 dependencies, after which another system was picked.

**Unknown systems** Five systems from the dataset of industry systems, with distinctive star ratings. Systems with an extreme high or low number of dependencies or comparable rating were discarded until 5 systems with distinct star ratings were obtained.

Printouts containing the dependencies and version distance of each dependency were brought to the interviews. An example of such a printout is
provided in Listing 4.1. Each line contains the groupId and artifactId of the dependency, together with the version number. This is followed by the version sequence number distances as computed using the dataset created in chapter 2. The last line shows the total amount of dependencies in the system, the amount of dependencies which were classified as internal and the number of dependencies with unknown histories. Dependencies with unknown histories are dependencies not found in the Maven.org repository.

- commons-lang.commons-lang at 2.6.0 with distance 0
- org.springframework.springframework-web at 3.2.3 with distance 10
- javax.mail.mail at 1.4.1 with distance 11

Listing 4.1: Example output from the dependency freshness rating tool showing detected dependencies, their version and distance.

During the interviews the subjects were asked to estimate the rating of the known system, as well as rank each unknown system from a low-level to a high-level of dependency freshness. The interview guide below provides a more elaborate overview of how the interviews were structured.

Interviews were all conducted by the author and generally lasted for 30 minutes. All interviews were conducted at the SIG office. Each technical consultant was only interviewed once to avoid testing effect biases.

4.1.1 Interview guide

The interview is split in four different phases. After the interviewee has given a rating for the known system, the printouts of the unknown systems are provided. When the ranking of unknown systems is established, the printout of the known system is provided and discussed.

**Introduction** The interviewer gives a general introduction to the dependency freshness metric, the goal the metric serves and the type of dependencies that are used.

**Awareness and issues** Interviewees are asked about their experience with and attitude towards dependency management.

1. Are you aware of any issues – current or past – related to dependency management in the known system?
2. Is the development team responsible for the known system aware of issues arising from bad dependency management?

**Metric evaluation** The utility of the metric is assessed as well as several of its quality aspects.
3. Do you have an idea about the dependency freshness of the known system?

4. If you were to rate the known system – considering the \( \langle 5\%, 30\%, 30\%, 30\%, 5\% \rangle \) distribution – what rating would you give?

5. If you were to rank the following unknown systems from a low to high dependency freshness rating, how would you rank them?

**Metric application** The rating of the known system is provided and the actionability of the metric is discussed.

6. Does the metric correspond with the perceived dependency freshness of the known system?

7. Do you think this is a valuable metric considering its impact on security, stability and flexibility of the known system?

8. Would this metric translate to an advice to the customer?

9. Would you take any specific action given the printout of the known system?

**4.1.2 Results**

The results of the interviews are summarized in table 4.1. The answers are formulated in such a way that interview questions are succinctly answered while still providing context. Results for questions four and six are reported as a single answer as questions six is a follow-up on question four. The same applies for question eight and nine.
1. Are you aware of any issues – current or past – related to dependency management in this specific system?

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Yes, we are aware that some of the dependencies in the main system are not up-to-date.</td>
</tr>
<tr>
<td>2.</td>
<td>No, not as far as we are aware of.</td>
</tr>
<tr>
<td>3.</td>
<td>No, this system has no specific issues as far as I know of.</td>
</tr>
<tr>
<td>4.</td>
<td>Yes, this is largely due to strict contracts between client and supplier, and rigid internal processes.</td>
</tr>
<tr>
<td>5.</td>
<td>Yes. We’ve reported this to the client on multiple occasions.</td>
</tr>
</tbody>
</table>

2. Is the development team aware of issues arising from bad dependency management?

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Yes. Someone on the team has a monthly reoccurring task on his calendar. I also keep an eye on this from time-to-time.</td>
</tr>
<tr>
<td>2.</td>
<td>I’m not sure, other than that I assume that they try to use the latest versions when they add a new dependency.</td>
</tr>
<tr>
<td>3.</td>
<td>No, but that might be only for this system, given its age and use.</td>
</tr>
<tr>
<td>4.</td>
<td>Yes, they are certainly aware of these issues, but the supplier is constrained by strict contracts and long change processes at the customer.</td>
</tr>
<tr>
<td>5.</td>
<td>Yes, they are aware, but there is a lot of process keeping the development team back.</td>
</tr>
</tbody>
</table>

3. Do you have an idea about the dependency freshness of the system?

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Yes. I have a pretty good idea, mainly because I check this myself from time-to-time.</td>
</tr>
<tr>
<td>2.</td>
<td>No, I have no idea given it has not been an issue. But given this is a rather small and new system, I expect a high rating.</td>
</tr>
<tr>
<td>3.</td>
<td>The components in this system are widely used, but it’s old and not too actively maintained.</td>
</tr>
<tr>
<td>4.</td>
<td>This is a reasonably critical system, running on a high-availability platform, so I expect it to be somewhat outdated.</td>
</tr>
<tr>
<td>5.</td>
<td>I assume this system scores pretty bad, although they might have improved over the past few years given our advice.</td>
</tr>
</tbody>
</table>

4. If you were to rate the system – considering the (5%, 30%, 30%, 30%, 5%) distribution – what rating would you give? and 6. Does the metric correspond with the perceived dependency freshness of the system?

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
</table>
4. *Invalid due to protocol error.*
5. Prediction: 2, actual: 3.

7. Do you think this is a valuable metric considering its impact on security, stability and flexibility of the system?

1. I think it shows how fast a system is able to respond to change.
2. The rating shows something about the professionalism of the team. It shows whether they think about these things. It’s a good indicator for all these attributes and maybe for performance, too.
3. I think it’s a good indicator for all three attributes.
4. The metric tells something about how the organization and the development team works.
5. It serves as a good indicator to quickly check whether something is going wrong with regards to dependency management, which might require further investigation.

8. Would this metric translate to an advice to the customer? and 9. Would you take any specific action given the following printout?

1. There are several dependencies we will look into. Mainly Spring dependencies seem to be quite outdated and there are also some that I don’t recognize.
2. I would look into the specific functionality of the different dependencies and see whether something is really important, for instance from a security perspective.
3. This is certainly something that we could report back to clients. The rating becomes kind of a vehicle to start a conversation.
4. I would be curious to hear whether this is the result of constraints imposed by the environment this has to run on, or laziness. This would certainly be something I’d mention to the client.
5. For this system I won’t be making any recommendations. This system is already being split up into smaller systems and seems to perform better than expected.

Table 4.1: Summarized answers collected during the interviews with SIG consultants.
Metric ranking

During the interview interviewees were presented with 5 printouts of systems and asked to rank these systems from a low-level to a high-level of dependency freshness. Printouts were fully anonymized; only a unique identifier was displayed on the paper. The results of this test are shown in Table 4.2. Numbers in bold indicate systems ranked differently than the metric’s ranking.

<table>
<thead>
<tr>
<th>System</th>
<th>Subject</th>
<th>Rating</th>
<th>Rank</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1108</td>
<td></td>
<td>5.053</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>1994</td>
<td></td>
<td>4.105</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>850</td>
<td></td>
<td>3.248</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>362</td>
<td></td>
<td>2.188</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>181</td>
<td></td>
<td>1.427</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.2: Systems as ranked during the interviews and rank produced by the dependency freshness metric.

As shown in Table 4.2 all interviewees except for one ranked the systems identical to the metric. This means that the metric can be considered to be of good discriminative quality as the highest and lowest scoring systems are always ranked appropriately. The reason why subject two chose a different ranking could be attributed to an additional weighing factor the interviewee applied to certain dependencies during the ranking process.

4.1.3 Analysis

Several of the technical consultants consider dependency management an issue within the projects they evaluate. This is especially true for older systems with a relative large number of dependencies. Organizations with critical application and rigid processes often impose negative restrictions on dependencies on the (internal) development team, either at the library level or runtime environment.

Some consultants were not aware of any issues. They either attributed the absence of problems to the volume, maturity or environment of the system. Smaller and newer systems may have a higher dependency freshness because when dependencies are added to a system, the most recent version of the dependency is included. Internal systems often have lower security requirements and the system owner thus may find dependency management not too important from a security perspective.

The consultants were able to accurately rate the system, as shown in
question 4 and 6 – in the proximity of one star. This indicates that the rating is quite well aligned with the perceived dependency freshness of the system. It also shows that the version distance is a good mapping from individual dependencies to the system’s dependency freshness, confirming the predictive quality of the metric.

Some of the consultants were able to reason about this using their knowledge of the system, for instance the system’s age and owner. A few had actually inspected the system’s dependencies earlier, by hand.

When the consultants were asked to rank the unknown systems, different issues and questions came up:

- Are dependencies that are used more often throughout the system weighed differently?
- Are dependencies of different types weighed differently? For instance Hibernate (a database abstraction layer) may be more crucial than JUnit (a testing framework).
- How are dependencies on fast release cycles weighed?
- Are transitive dependencies taken into account?

In spite of these concerns, the consultants were able to accurately rank the system, as shown in section 4.1.2.

All interviewees were favorable towards the usefulness of the metric. Some saw the metric as an indicator of the client’s or the supplier’s work processes, or the quality of their work processes. One consultant elaborated on how the metric served as an indicator of security, stability and flexibility, ultimately agreeing with all three aspects.

Throughout the interviews the importance of good dependency management was stressed, but every interviewee also acknowledged how difficult this really is. “This is a typical problem developers know about, but there is no clear overview of the problem and it only becomes apparent when a new feature has to be implemented and x has to be updated”, was noted by one of the interviewees.

The importance of keeping up and having a high level of test coverage was also voiced by several interviewees. Once the freshness starts to slip, it takes quite the effort to get up-to-date again.

After applying the metric on internal systems at SIG, developers spent several days on updating dependencies, even though they were aware of these issues before the rating was computed. This shows that a metric makes these issues more visible. A high level of test coverage made it possible to update dependencies quickly, as failing tests report any issues arising from these updates.
4.1.4 Threats to validity

Determining whether the resulting metric is useful depends on context. This study tried to approach this concept from two different perspectives, namely whether the metric serves as an indicator of quality attributes of the system and whether the metric will translate into advice to the system owners. The author believes that these two perspectives serve the most prevailing use-cases in which this metric may be used.

There are also several confounding variables which may have influenced the results of the interviews. For instance, if technical consultants recently inspected the dependencies of a system manually as part of their regular work, they are better able to predict the dependency freshness of a system. Asking the consultants about different known systems also introduced another variable as systems vary widely in size, age and functionality. Additionally, a confirmation bias may have impacted the answers to the questions regarding the usefulness of the metric.

4.2 Vulnerabilities detection

In the introduction of this study in chapter 1, several system attributes were presented that suffer when a system has a low dependency freshness. Amongst these attributes is the system’s security. In order to validate whether this statement is true the relationships between a system’s dependency freshness and presence of vulnerabilities in the system is investigated.

In this validation a system security is operationalized by looking at the number of known security vulnerabilities in the system’s dependencies. This approach directly measures the effects of having an outdated dependency from a security perspective and may serve as a convincing argument for stakeholders to keep a high level of dependency freshness.

When a vulnerability in a dependency is reported, a new version of the dependency is released fixing this vulnerability. Systems that immediately update the dependency (and thus have a higher dependency freshness) are no longer vulnerable from attacks using this vulnerability. Systems that do not update will remain exploitable and are thus less secure.

4.2.1 Methodology

Determining whether a certain dependency contains a reported security vulnerability is done through a Common Vulnerabilities and Exposures (CVE) system, which describes vulnerabilities reported in software systems [5]. Developers use these systems to spread reported vulnerability to the users of the software. Each vulnerability has a unique CVE-ID, title and description of the issue.
Because CVEs are mostly unstructured the data obtained from the CVE system has to be processed before it can be matched to a specific dependency. In this study data from Cadariu [14] is used in which dependencies found in the Maven.org ecosystem were matched with CVEs using a tool called DependencyCheck. This data was formatted as shown in Listing 4.2 and will be used as a running example.

org.apache.wicket.wicket6.5.05048478701057026157.txt (cpe:/a:apache:wicket:6.5.0) : CVE–2013–2055

Listing 4.2: Example of the data obtained from [14] to determine whether a dependency has reported vulnerabilities.

The first part of each line is the path to a temporary file, containing the groupId, artifactId, version number and random number. The token between parentheses is the name of the matches software package according to the CPE naming convention. The last token refers to the CVE-ID which was matched. It is clear that this data is not formatted in such a way that is can be incorporated in the dependency version dataset directly. The following steps were performed to recreate the fully qualified name of the dependencies in the dataset.

1. Find the longest repeating token in the file path. This would be “wicket” in the example.

2. Split the file path after this token, resulting in the dependency’s groupId “org.apache.wicket” and artifactId “wicket6.5.05048478701057026157.txt”.

3. Find the version number either from the CPE definition, or perform a pattern match on the file path. In the example the version number can be taken from the CPE definition: “6.5.0”.

4. Strip the version number from the artifactId, resulting in “wicket”.

By using this algorithm 1642 out of 1683 dependency names were recovered. The remaining 41 records were discarded to keep the steps reproducible. Ultimately 339 dependency versions were marked as containing at least one reported security vulnerability. This low number is attributed to a high number of duplicate and mismatches in this used dataset as well as noise in the CVEs themselves. An example of such a mismatch is a non-Java project, matched to a Java project with comparable names.

Finally, the dependency freshness rating of each system in the dataset was calculated, together with the number of dependencies that had one or more reported vulnerabilities.

[1]https://github.com/jeremylong/DependencyCheck
4.2.2 Results and analysis

A box plot was created to assess the number of dependencies with reported vulnerabilities per system. This plot is displayed in Figure 4.1 (a). This type of plot allows for analysis of the the distribution of the dependency freshness rating by the number of vulnerable dependencies.

The majority of the systems were found to have no reported vulnerabilities. The data becomes increasingly sparse as the number of vulnerable dependencies increases, which can be expected. Because the dependency freshness metric is calibrated to a $[5\%, 30\%, 30\%, 30\%, 5\%]$ distribution, the majority (90%) of the systems has a rating between 1.5 and 4.5, skewing the distribution, although this is not apparent in the plot.

A relationship between the dependency freshness rating and the number of vulnerable dependencies can be observed in the box plot, but due to the sparsity of the data it is impossible to make statistically significant claims. However, it does indicate that systems with a low dependency freshness are likely to have more reported vulnerabilities in their dependencies than systems with a high dependency freshness. In order to make significant claims about the dataset the results have to be aggregated further.

Figure 4.1 (b) shows the distribution of systems without vulnerable dependencies and with vulnerable dependencies. This plot clearly shows the shift in distribution, which is significantly different (Wilcoxon rank-sum test, $W = 25$, $n = 71$, $P < 0.05$ two-sided). Systems with vulnerable dependencies have a mode of 2.2 and systems without vulnerable dependencies have a mode of 3.3. The mode is used to describe the central tendency of the distributions as they are clearly skewed.

When the data is tabulated (Table 4.3) and grouped by the star rating
Table 4.3: Number of systems with vulnerabilities grouped by star rating.

<table>
<thead>
<tr>
<th>Rating</th>
<th>No vulnerable dependencies</th>
<th>Vulnerable dependencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>⭐⭐⭐⭐⭐</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>⭐⭐⭐⭐</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>⭐⭐⭐</td>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>⭐⭐</td>
<td>11</td>
<td>15</td>
</tr>
<tr>
<td>⭐</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

a tipping point can be observed between two and three stars systems. The distinction that can be made here is that dependencies with three or more stars are considered fresh, while others are considered stale, from a security perspective. A change in non-vulnerable versus vulnerable ratio can also be seen for systems rating two stars, although this can not be observed for one star systems. This can be attributed to the small number of systems in this group.

After making this subdivision the effect size can be expressed through an odds ratio by simple cross-multiplication: \[
\frac{(2+11+18)}{(1+3+4)} \cdot \frac{(11+4)}{(15+2)} = 4.3
\] This means that systems which score less than three stars are more than four times as likely to have vulnerable dependencies.

Systems with vulnerable dependencies and a one or two star rating account for 24% of the systems in the dataset. This group contains 68% of the systems with vulnerable dependencies, again showing the relation between dependency freshness and the possibility of having vulnerable dependencies.

4.2.3 Threats to validity

In this study a correlation was found between the dependency freshness rating of a system and whether this system has a dependency with a security vulnerability. However, this does not imply causation as counter examples can be found in the dataset: systems with a higher dependency freshness can also have issues. This should not be surprising, as newer software can also contain reported security vulnerabilities.

Additionally, the data obtained for determining whether dependencies contained reported vulnerabilities was generated automatically, which has been shown to be difficult [14]. Because the actual names of the dependencies are matched to a known set of systems, there is a high level of confidence that the resulting data set is correct (no false positives), but not complete. For instance, popular Java projects like Spring and Hibernate are not included. It is expected that adding these projects reinforce the conclusions made in our research as they contain several vulnerabilities and are widely used.
4.3 Tracking

When the proposed metric is used to monitor dependency freshness through time it has to display sufficient change. This is called the tracking aspect of a metric, according to the IEEE Standard 1061-1998. There are two factors which can influence the dependency freshness rating of a system:

1. The dependencies of the system are modified (added, updated, down-graded or removed).

2. A new version of a dependency included in the system is released.

The main concern is that the metric flatlines, meaning that no or too little change in the rating is observed when dependencies are modified or new versions of the dependencies are released. To check whether this is the case a retroactive longitudinal analysis is performed on the dataset of industry systems.

4.3.1 Methodology

The dataset made available by SIG contains systems which are constantly monitored, meaning that system owners deliver updates of their source code at fixed intervals. A version of a system’s source code is called a snapshot. The interval between snapshots can range from every week to several months.

For this analysis systems that have fewer than five snapshots are excluded. This reduced the dataset to 50 systems. No filter was imposed on the maximum interval between snapshots. The dependency freshness rating of each individual snapshot was then computed and plotted in Figure 4.2. Although the snapshots of one system goes back as far as 2007, the line plot is limited to late 2009 when more systems were added to the dataset. Ratings that are clearly erroneous (caused by invalid or incomplete pom.xml files) compared to the other ratings of the same system are removed manually. Only 4 out of 1796 ratings were removed.

4.3.2 Results and analysis

To assess the change in rating, the variance of all the ratings belonging to a single system is calculated. These ratings are computed for every snapshot of a system. The variance of the rating for the different systems turns out to be quite low, only 0.04 in a range of 5. The median is chosen to describe the distribution of variance per system because of an apparent power-law distribution. Only nine systems have a variance of 0.2 or greater, meaning that the majority of the systems sees little changes to its dependency freshness rating. When excluding the systems without dependency churn the median variance improves only slightly, to 0.06.
However, sufficient change in ratings seems to be present in the dataset when looking at Figure 4.2. Snapshots that include dependency updates are clearly visible in the line plot, displayed as an ascending line. If a snapshot contains no updated dependencies the line is stable, or slightly declining if new versions of the dependencies used in the system were released.

When observing Figure 4.2, the following types of systems with regards to dependency freshness can be distinguished:

**Stable** Systems with a stable dependency freshness rating. The system’s dependencies see little to no updates.

**Improving** Systems with an increasing dependency freshness rating. Dependencies are updated faster than they are released.

**Declining** Systems with a decreasing dependency freshness rating. Dependencies are updated slower than they are released.

This analysis shows an interesting concept, namely that a system’s dependency freshness can be characterized using two dimensions: namely the speed at which the dependencies are updated and the speed at which the dependencies are released. In turn this shows that good dependency management (i.e. a high dependency freshness rating) can be achieved by making the correct combinations of these dimensions. Systems which use dependencies with a short release cycling thus require a high update speed in order to achieve a high rating, while systems with dependencies on a long update cycling can get away with a slower update speed. Using more mature (i.e. dependencies on a long update cycle) dependencies will thus require less effort to maintain a certain dependency freshness rating. On the other hand, systems with a dependency freshness rating that has been stable for an extensive period of time might also be an indicator of problems.

### 4.4 Threats to validity

#### 4.4.1 Construct validity

**Data quality**

To conduct this study several data sources had to be mined and mixed. The repository of industry systems is curated by a select amount of people, but the systems are of course delivered by a third-party, which may led have led to inconsistencies in the data. An example of this would be a missing pom.xml file for a given system snapshot. These snapshot were simply discarded.

The quality of the Maven.org repository is another factor, especially the release date of the dependencies. Issues with the release date inaccuracies
only arose for older dependency versions. Ultimately, the release date distance measurement was not used for the system-level metric, so no manual cleanup of this data was performed. The release date was used to order version numbers chronologically.

### 4.4.2 External validity

**Generalizability to other systems and technologies**

The industry systems used in this study are typically systems which are developed by or developed for larger businesses. This means that the dependency update behavior described in this study may be depicted different than it really is. However, this dataset has been used across a wide body of peer-reviewed research and is used to calibrate the SIG Maintainability Model.

The dataset of systems is also limited to a specific technology stack, namely JVM based systems which used the Maven dependency manager. There is no reason why the approach presented in this research could not be generalized to other version manager using other platforms. However, the requirement of using a dependency manager may impose a bias as well, as the need for dependency management is understood by the development team.
Repeatability

The data that is used to calibrate the metric is not public and obtaining a comparable set of industry systems is difficult. This makes it impossible to reproduce the exact thresholds that were found in this study. However, the methodology used to obtain these thresholds is clearly documented, allowing others to replicate this study using other datasets.

4.5 Discussion

Through the validation studies the quality of the metric can be evaluated using the criteria in section 3.1 based on IEEE Standard 1061-1998 [3]. Both the consistency and reliability criteria are satisfied through the used methodology; the benchmark-based approach assigns higher ratings to systems with a relative large amount of dependencies with a small version distance. The metric was applied on 71 systems, therefore satisfying the reliability criteria.

The discriminative and predictive quality of the metric were validated in the interviews. Technical consultants were able to accurately distinguish between system with a high level and low level of dependency freshness. All but one technical consultant managed to rank five random systems in the same way as the metric. The version distance showed to be good mapping from individual dependencies to the system’s dependency freshness.

The tracking and consistency criteria were validated in the longitudinal analysis. In this analysis systems with varying amounts of rating variance were observed. Some systems showed a higher rating variance than others, but this is inherent to the type of dependencies used, as well as the amount of dependency updates performed.

The validation using reported security vulnerabilities showed that systems with a low dependency freshness score are more than four times as likely to contain security issues in these dependencies. This confirmed the relationship between the security quality factor of a system and its dependency freshness rating, although no claims of causation could be made.

All interviewees considered the system-level metric useful for various reasons, also serving as an indicator for several other properties of the system and it’s development process.
Chapter 5

Related work

Little research has been done regarding dependency management in software systems according to the best of our knowledge. Recent research at Google acknowledges the importance of proper dependency handling, as it is the most common build problem [41]. This study on dependency freshness hopes to expand upon one of these problems.

The concept of update lag that served as the inspiration for the dependency freshness concept was first described by Raemaekers et al. [37] while researching API stability of popular open source libraries. In a later study it was concluded that this lag is slightly correlated with the amount of change introduced in a new version of a dependency [38].

However, software repository mining in general is an active field of research. It is not only concerned with source code repositories, but also other repositories related to and created by software or software development processes [22]. These include issue trackers as well as runtime logs. Some research tries to interlink these repositories in order to gain a more complete insight in the software development process [20].

An example of this is the work of Strohmaier et al. [43], who compared socially-inferred and technically-inferred networks arising from artifacts from the Eclipse project. This was done by mining both the Eclipse source, as well as the project’s Bugzilla issue tracker, taking into account assigned users and those reporting the issues. Our study will also combine data from several repositories, namely a repository of industry systems, the Maven.org dataset and a CVE dataset.

A comprehensive survey of software repository mining research was performed by Kagdi et al. [27], in which a taxonomy is proposed to describe software repository mining research. It also gives an overview of the different types of research conducted, grouped by several categories. According to the categorization provided in the survey, this research is classified as a software metrics study.

While the dataset used in this research consist of proprietary systems,
other studies often use open-source software as these are easily accessible and as feature-rich as proprietary systems, which are often harder to obtain access to [22]. The Maven and Java ecosystem has been used in several studies [29, 38, 37, 44], mainly because of its popularity, available tooling and widespread use in industry systems.

A longitudinal study of software evolution has been performed by Businge et al. [13], in which several quality aspects of Eclipse plugins where analyzed. This analysis also involved the changes made to the external dependencies of the plugins, through time. It is not clear whether these dependencies are limited to Eclipse components, or library dependencies in general, like our study on dependency freshness. The change in dependencies was expressed in a churn-like metric, counting the amount of dependencies added and removed.

Research has been done on the API usage of dependencies, for instance to automate the migration between versions of a dependency [29]. The migration patterns between dependencies which provide comparable functionality was also studied, showing how dependencies are swapped within a system when the used dependency is no longer to be found suitable [44]. While this study focusses on migrations, our study focusses on updates to a new version of the same dependency, rather than another dependency.

Mileva et al. [32] performed an analysis of different version of external dependencies so see which version was the most popular. The “wisdom of the crowd” is used to determine the “best” dependency version, categorizing some of the dependency users as earlier adopters or late followers. They also observed the processes of migrating back to an old version of a dependency in case of compatibility issues. As part of this research a tool was released to aid developers in selecting the most appropriate version of a dependency, based on popularity of the dependency in the Maven repository. Rather than using usage statistics, our study assumes that the latest version of a dependency is the most desirable.

The concept of software aging has been studied from several perspectives, most often from a maintenance point of view. The most popular metaphor is that of technical debt, as touched upon in the introduction of our research [15, 28]. An interesting analysis on the OpenBSD codebase showed a positive correlation between software maturity and a software quality aspect: more mature code had fewer reported vulnerabilities [33]. This analysis is comparable to the reported security vulnerability analysis that was performed in chapter 4.
Chapter 6

Conclusion

The main goal of this study is to create a metric to aid stakeholders in deciding on whether a system’s dependencies should be updated. The contributions of this thesis are:

- The definition of several measurements to express the distance between two versions of a dependency, including their advantages and disadvantages.

- The analysis of the version distance of dependencies found in a set of industry systems was used to assess the current state of dependency management, using two of the presented measurements.

- The definition of a metric using a benchmark approach, so that a single rating can express the dependency freshness at the system-level. This metric can help stakeholders when making decisions about updating dependencies.

- The validation of this metric, showing the importance and usefulness of such a metric, as well as the relation between low dependency freshness and vulnerable dependencies. The metric also showed sufficient change through time, making it suitable for monitoring systems for a longer period. This validation was based on IEEE Standard 1061-1998.

The main findings include the bad state of dependency management in general. Very few systems have been found to have up-to-date dependencies, which reinforces the need for a metric to describe dependency freshness. No normative data was found to describe what good dependency management should entail, which resulted into creating a benchmark-based metric.

Practitioners voiced the importance of having proper dependency management, but also the challenges for keeping up-to-date. During the validation of the metric the implications of outdated dependencies where presented, which serves as a convincing argument for organizations to maintain a high level of dependency freshness across their systems.
6.1 Application in practice

During this study several use cases for this metric were envisioned and some of these use cases were even brought up during the validation interviews. The different use cases on how this metric can be incorporated in the software engineering process are outlined below:

**Inspection** The metric is used for a one-time inspection of the system to see whether dependency management is an issue.

**Monitoring** The system is monitored throughout a period of time to see whether dependency freshness is improving or declining. This can be combined with a goal of keeping the dependency freshness of a system within a certain bandwidth.

**Remediation** If the dependency freshness of a system is deemed to be insufficient, this can be remedied by using the additional output as shown in section 4.1. The list of outdated dependencies then serves as a guide to improve the dependency freshness of the system.

The metric can thus be incorporated into several places within the software engineering process and can take a corrective and preventive role, either continuously or on a case-by-case basis.

6.2 Future work and opportunities

We have identified several areas of future work, namely:

**Metric refinements** There are several aspects to our study which can be improved upon, such as taking into account other attributes of the dependencies (section 6.2.1), refinements of the underlying measurements (section 6.2.2) and effort estimation (section 6.2.3).

**Metric evaluation** Assess whether applying the metric in the software development process improves the dependency freshness of the system (section 6.2.5).

**Practical use** To apply the current dependency freshness in practice we suggest additional improvements of the used datasets (section 6.2.4).

6.2.1 Dependency context

This thesis only considered the relationship between a dependency and a system as a binary one. The metric does not take into account how tightly a dependency is coupled to the application, or how often it is called. Because
tightly coupled dependencies are harder to update, they present a higher risk to the system than loosely coupled dependencies [35].

Neither does the metric look at properties of the dependency like size or popularity of the dependency across its ecosystem. While this kept the metric simple, applying the same weight to each dependency may be counter intuitive. During the interviews it became apparent that some dependencies are considered to be more important that others. Some dependencies impose a lot of structure on a project (such as frameworks like Spring) and are considered to be more crucial than others.

The same may apply to the systems themselves. Internal systems may be less subject to security threats, but might be more focussed on keeping technical debt low due to its legacy status. This would mean that several profiles for the metric could be created, emphasizing different quality aspects.

Additionally, the type of dependency may also influence the tolerable dependency freshness level. For instance, a unit-testing framework, like JUnit, is less critical to keep up-to-date than an database abstraction layer like Hibernate. The popularity of a dependency is also a factor to consider [36].

Other system attributes to consider when reasoning about dependencies is whether having more dependencies has a higher impact on system freshness than only having a few. It can be argued that having more dependencies introduces more complexity to the system and introduces problems like dependency compatibility. Furthermore, the functional size of a dependency can be factored in. Smaller, more focussed dependencies have a smaller attack vector compared to dependencies which provide a lot of functionality.

### 6.2.2 Version distance

In section [2.4] several version distance measurements are defined, although ultimately one of these measures is used in the system-level metric. The other measurements that are described may provided additional granularity in version distance, thus improving the overall metric. The version delta measurement becomes especially meaningful when a project adheres to the semantic versioning principle [38]. This measurement can then serve as a lightweight proxy for the public API delta measurement.

### 6.2.3 Update effort

While the metric gives a good indication of how a system is performing with regards to dependency freshness, it it still hard to put this number into context. As discussed in the introduction, the choice of updating dependencies is a balancing act between effort and risk. Yet, the metric does not give a clear indication what amount of effort has to be put into the system in order to counter the risk expressed in the dependency freshness rating.
This effort estimation is hard for several reasons. The first being that it is hard to assess the effort it takes to rewrite an implementation of an API to a new version of that API. While such a change may seem trivial in retrospect, the amount of effort to perform such a task depends on experience, documentation, test coverage and other variables.

Secondly, without knowing how a dependency is interconnected with the rest of the system, it is hard to assess the overall impact. This is closely related to the future work described in section 6.2.1.

6.2.4 Dataset cleanup

The dataset that was used to perform this research was not cleaned up manually, in order to enhance reproducibility. When applying the metric to real-life systems this might result in a skewed ratings in certain edge cases. The following actions could be taken to address this.

1. Add additional repositories other than the central, public Maven repositories, such as vendor-specific repositories (e.g. repositories by Oracle, IBM, Adobe, etc.).

2. Filter beta and pre-release versions (e.g. 1.2-b2, 3.2RC1).

3. Map dependencies with changed namespaces to the correct version (e.g. org.apache.commons.lang to org.apache.commons.lang3)

4. Adjust for dependencies which maintain several branches at the same time (e.g. a 2.4 stable branch and 2.5 beta branch).

These clean up actions would make the dataset more usable for day-to-day use.

6.2.5 Impact on software quality

Metrics are often used to monitor and improve the quality of software systems. Now that a metric is defined to monitor the dependency freshness of a project it would be interesting to see whether applying this metric has a positive impact on a system’s dependency management.

In the study several preconditions are outlined in to enable a good dependency management process. These preconditions include a high-level of automated testing and agile processes. The relationship between these requirements and good dependency management seems worth investigating.
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Appendix A: Software metric catalog format
| Name: | Version release date distance VRDD | Level: | Base |
| Entity: | Software project | Type: | Internal |
| Attribute: | Age | Range: | $[0, \infty]$ |
| Definition: | Count the days between two releases of a software project | Expected value: | $> 0$ |

**Rationale (theoretical):**

The amount of days between two releases expresses how many days a release is lagging on another release.

**Variability:**

Scale type: Ratio

**Related metrics:**

Version sequence number distance Correlated

**Implications (practical):**

Version number delta Related

Public API delta Related

Dependency freshness Used by

**Validation:**

**Applicable in context:**

*Measuring dependency freshness in software systems*, Cox

Introduction, case study

When comparing two releases of software project with explicit, dated releases.

**Solution strategies:**

**Solution type:**
Name: Version sequence number distance | VSND | Level: Base

Entity: Software project | Type: Internal

Attribute: Age | Range: \([0, \infty]\)

Definition: Count the number of releases between two releases of a software project | Expected value: \(> 0\)

Rationale (theoretical):
The number of releases between two releases expresses how many releases a release is lagging on another release.

Variability:
Scale type: Ratio
Related metrics:
Version release date distance | Correlated

Implications (practical):
Version number delta | Related
Public API delta | Related

Validation:

Applicable in context:
Measuring dependency freshness in software systems, Cox
Introduction, case study

Solution strategies:

Solution type:
**Name:** Version number delta  
**Version number delta (VND)**

**Level:** Base

**Entity:** Software project

**Type:** Internal

**Attribute:** Age

**Range:** $([0, \infty], [0, \infty], [0, \infty])$

**Definition:** The cumulative difference of the most significant change version number between every successive release.

**Expected value:** $(> 0, > 0, > 0)$

**Rationale (theoretical):**

The number of major, minor and patch releases between two releases expresses how many releases a release is lagging on another release.

**Variability:**

**Scale type:** Ratio

**Related metrics:**

Version release date distance  
Related

**Implications (practical):**

Version sequence number distance  
Related

Public API delta  
Related

**Validation:**

**Applicable in context:**

Measuring dependency freshness in software systems, Cox

Introduction, case study

When comparing two releases of software project using extends numbers systems for version numbers.

**Solution strategies:**

**Solution type:**

---
<table>
<thead>
<tr>
<th><strong>Name:</strong> Public API delta</th>
<th><strong>Level:</strong> Base</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Entity:</strong> Software project</td>
<td><strong>Type:</strong> Internal</td>
</tr>
<tr>
<td><strong>Attribute:</strong> Age</td>
<td><strong>Range:</strong> $[0, \infty]$</td>
</tr>
<tr>
<td><strong>Definition:</strong> Count the number of breaking changes to the public API between two releases.</td>
<td><strong>Expected value:</strong></td>
</tr>
</tbody>
</table>

**Rationale (theoretical):**
The number of breaking changes between two releases is an indicator of the functional change.

**Variability:**

**Scale type:** Ratio

**Related metrics:**
- Version release date distance

**Implications (practical):**

**Validation:**

**Applicable in context:**
When comparing two releases of software project with explicitly declared public APIs.

**Solution strategies:**
Add new interfaces rather than change existing ones.

**Solution type:** Treating

---

*Measuring dependency freshness in software systems*, Cox

*Semantic versioning in Practice*, Raemaekers et al.
<table>
<thead>
<tr>
<th><strong>Name:</strong> Dependency freshness</th>
<th><strong>DF:</strong> DF</th>
<th><strong>Level:</strong> Derived</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Entity:</strong> Software system</td>
<td><strong>Type:</strong> Internal</td>
<td><strong>Attribute:</strong> Dependency freshness</td>
</tr>
<tr>
<td><strong>Range:</strong> [0.5, 5.5]</td>
<td><strong>Expected value:</strong> 1.5 &lt; x &lt; 4.5</td>
<td></td>
</tr>
</tbody>
</table>

**Definition:** Assign components to risk categories based on their version sequence number distance. Risk profiles are then transformed to a rating based on a benchmark dataset.

**Rationale (theoretical):**
Having a large amount of software components with a low version sequence number distances is more desirable than a few software components with a very high version sequence number distance.

**Scale type:** Interval

**Related metrics:**

| Version sequence number distance | Base metric |

**Implications (practical):**
It is undesirable to have a software system with outdated third-party components. Components should be up-to-date to attain a high level of dependency freshness.

**Validation:**

| Measuring dependency freshness in software systems, Cox | Introduction, empirical validation |

**Applicable in context:**
Software projects using software components developed by a third-party.

**Solution strategies:**
Update third-party components to their latest versions

**Solution type:** Solving