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Abstract

Retailers in the Fast-Moving Consumer Good (FMCG) industry often experience sub-optimal product performance, which results in reduced sales volumes. This can be partly attributed to incorrect planogram compliance or an sub-optimal assortment selection. For incorrect planogram compliance, we propose a logically consistent market share model that detects what product categories are underperforming on a store level. Also, we propose a recommendation system that recommends products to a specific store that may potentially sell well in that store. In both methods, we use the notion that similar stores sell similar products and have a comparable market share. To determine these similar store clusters, we use a $K$-nearest neighbor algorithm that selects the nearest neighbors in terms of geographical location, total sales volume, assortment selection and number of unique products. For planogram compliance, we find that we can accurately predict market shares for a majority of stores. However, for some stores we observe high deviations between actual and expected (predicted) market shares. Such deviations are strong indications for product underperformance or overperformance in a specific store. Zooming in on our recommendation system, we observe that we are able to achieve high prediction performance as well. At the same time, we also find high coverage and diversity scores. This indicates that our recommendation model recommends products from the complete assortment set and recommendations are tailored to the characteristics of the target store. Combining the results of these two methods, we provide a complete monitoring tool to optimize product performance.
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1 Introduction

On a daily basis, people spend a significant amount of money on items purchased for consumption. These items are typically consumed rapidly, sold in large quantities, and have a relatively low price. Examples of these item categories include food, beverages, toiletries, cosmetics, and cleaning products and are better known under the title Fast-Moving Consumer Goods (FMCGs) [33]. The FMCG industry had a market size of 10.020 billion dollars worldwide in 2017 and is expected to reach a market size of 15.361.8 billion dollars in 2025, which indicates the importance and influence of the industry [7]. With many companies involved and the rise of digital competition [10], retailers and manufacturers in the FMCG industry need to ensure that their products are sold effectively and with the largest sales volume possible to be successful. For large retailers, store plans to achieve this effectivity are usually created by corporate headquarters and executed in-store. Store plans include a wide variety of complex decisions, for example assortment selection, in-store location of products (planogram), inventory levels and product pricing [24]. Perfect store execution is therefore a complex task and in practice a sub-optimal store execution is often observed. Wal-Mart, for example, estimated in 2014 a 3 billion dollar opportunity only on Out-Of-Shelf issues [22], which indicates the magnitude of possible execution errors. A sub-optimal assortment selection may be another cause of sub-optimal sales, where both the absence or presence of a specific product in a store can influence the total sales volume. Especially with the use of advanced analytics and machine learning techniques, available data about sales volumes in these stores can provide insights and solutions in this matter.

In our research, we focus on two possible causes of sub-optimal sales volumes and more specifically methods for automated identification of situations in which these causes occur. With the use of a data set that contains all products of one specific product category of FMCGs in the Netherlands sold at a specific retailer, we distinguish between (i) incorrect planogram compliance and (ii) sub-optimal assortments.

Planogram compliance is a term to describe in-store execution, based on the planogram of a store. A planogram is a diagram that directs how shelvings and store displays should look and how products should be placed [39]. Planogram compliance involves factors as merchandising, shelving, and product displays. Both brands and retailers invest a lot of time and money to improve their retail execution and product placement strategies in an effort to maximize their total sales volume. However, in practice still approximately 40% of manufacturers and retailers do not have a solution to measure planogram compliance rates effectively [64]. Only 3 out of 10 retailers measure their store-level compliance frequently enough to catch in-store execution problems and make corrections early [55]. This is undesirable since the identification of planogram compliance rates is fundamental to make increased planogram compliance possible. Research has indicated that 100% planogram compliance could on average result in an uplift in sales volume of 7.8% [64].

A sub-optimal assortment selection is another factor that could decrease total sales volumes. Retailers have to consider a variety of options concerning their assortment strategy, which makes it a complex task. For example, we can distinguish between deep and wide assortment strategies [1]. Deep assortment strategies aim for a large number of products within a particular product category, whereas wide assortment strategies aim to offer a large variety of different product categories. Also, stores can adapt their assortment to the location of the specific store, offering products that sell well in a specific region [17]. Multi-store retailers, in general, tend to combine both common and local assortments. This assortment selection needs to be well-balanced to optimize total sales volumes. When products in the same assortment are highly similar to each other, sales volumes may also be sub-optimal, due to inventory
cannibalization effects [58], where the sales volume of one product suffers from the presence of another product in the same store. This shows that both the absence and presence of products in a specific assortment may have a negative influence on the sales volume of its respective store.

In our research, our main focus for recommendations and identification of underperforming products is based on store similarity. For example, the purchasing behavior of customers in one retail location is often similar to the purchasing behavior of customers in neighboring retail locations. This can be illustrated by the fact that there is an increasing interest in buying local products over the last couple of years, especially in Western society [54]. Also, competition between retailers is highly localized where margins are very sensitive to the presence of retailers within a few kilometers [59]. From the perspective of multi-store retailers, in many cases geographical location is the most important source of product differentiation between stores [3]. Therefore, to identify both sub-optimal assortments and incorrect planogram compliance, we use the notion that stores within close geographical proximity are expected to sell similar products and have a similar market share distribution. However, closeness can also be defined in terms of overlapping assortments, total sales volume, or the number of unique products.

Both our methods rely on the notion of store similarity, but this notion is used in different ways for both problems. First, for the identification of incorrect planogram compliance, we cluster similar stores together, based on characteristics as geographical location, assortment selection, total sales volume, and the number of unique products. Subsequently, we determine the differences in market shares between the cluster and one specific store. We call products ‘underperforming’ if they are sold less than expected compared to the corresponding cluster. Since the products are already offered in-store, this underperformance can likely be attributed to incorrect planogram compliance. More generally, we provide a tool that monitors product performance. This identification is important for retailers since they can try to minimize this underperformance by improving planogram compliance or even implement changes in their planograms. To achieve this, we propose a logically consistent market share model [48] based on a nearest neighbor algorithm that determines a set of look-a-like stores, based on the earlier mentioned characteristics. With this set, we determine the expected market shares of products in a specific store and compare this with the actual market shares of the target store to determine product performance.

Secondly, for sub-optimal assortments, we want to recommend a variety of product candidates that are not yet sold in one store but may potentially sell well when added to the assortment. The predicted market shares are based on the respective market shares of these products in similar other stores. We achieve this with the use of recommendation systems [52]. For this matter specifically, we use a user-based collaborative filtering (CF) method [57]. User-based CF is used in many different domains, including video, music, and retail industries. Well-known companies using CF are for example Netflix and Amazon. These companies recommend items for one specific user based on the behavior and preferences of other users. In the case of Netflix for example, these items correspond with movies offered by their streaming service. For our application specifically, we propose a model that recommends items based on the market shares of products sold in other stores. Here we consider stores as our ‘users’ and products as our ‘items’.

Using the results of this research, retailers can use recommendations and identifications of underperforming products to adapt their assortment strategy, improve planogram compliance or adapt planograms. This can be done effectively and at relatively low costs, without the need for expensive equipment. The way retailers deal with underperformance in practice, falls outside the scope of this research since our data does not provide insights into the specific cause of underperformance.
2 Literature review

In this section, we first discuss previous research related to currently existing methods that can identify incorrect planogram compliance and sub-optimal assortment and why our approach is beneficial compared to these solutions. Subsequently, we zoom in on specific existing methods that we use in our solution concerning both identifying underperforming products as well as recommending new products. Finally, we discuss existing methods to validate both models in an offline manner, since it is unfeasible for our research to make real in-store adaptations with the use of field sales managers. This section is structured according to the general structure of this paper, as illustrated in figure 1.

![Figure 1: Structure of paper](image)

2.1 Planogram compliance

Zooming in on planogram compliance, we first discuss what planogram compliance is and what important factors contribute to incorrect planogram compliance. Also, we discuss existing techniques that are currently in production or development regarding this matter. Subsequently, we show existing algorithms that are suitable for the identification of underperforming products, where we can use our notion of store similarity. Finally, we discuss existing validation methods that enable us to evaluate the performance of our solution in an offline setting.

2.1.1 Need for planogram compliance

According to Nature Insight, planogram compliance is used to describe the compliance of in-store execution, merchandising, shelving or displays with a planogram [39]. A planogram is a diagram that directs how shelvings and store displays should look and how products should be placed. Planogram compliance is a term for having displays set up according to these planograms. We can derive from this definition that planograms involve a variety of aspects, which all need to be monitored regularly to comply with these planograms correctly. The ultimate goal of a retailer using planograms is to have the right product, in the right place, in the right quantity, at the right price and time [64].

Planogram compliance is essential for retailers, because of multiple reasons. Compliance is a key factor to measure the effectiveness of planograms. Non-compliance is expected to lead to reduced sales and out-of-stock issues due to incorrect usage of shelf space [64]. It is hard for analysts to determine the effect of replacement, changed prices and other adaptations solely based on incomplete planograms. Accurately adhering to planograms is therefore essential and can on average lead to a potential sales uplift.
of 7.8%. Planogram compliance becomes even more important for products that have a seasonal component or that are sold in a promotional period. Retailers of FMCGs often deal with these types of products.

Maintaining planogram compliance turns out to be a challenging task in practice. Research showed for example that after studying key grocery retailers in the USA for 11 merchandise categories, only 70% of the products in the planogram were actually displayed in-store [64]. Another study showed that in general shelf-level planogram compliance levels typically fall below 50%. This indicates that planogram compliance levels in many retailers are far from sufficient and that the potential gain by improving planogram compliance is large.

Planning a store involves a variety of factors that makes correct compliance a complex task. Examples of these factors include among others product placement, placement of promotions, pricing, inventory levels, shelf tags, and size and location of merchandise categories [64]. However, other factors that are not directly related to the planograms themselves also play a role in non-compliance. For large retailers, corporate headquarters usually make planograms for store clusters, instead of a single store individually. This can result in sub-optimal planograms since the planograms are not fully tailored to the characteristics of one specific store and the demographics in the respective region. Moreover, there is little opportunity for store personnel and other partners to share information about their store planning and execution, which disables retailers to incorporate this information while designing their planograms. Lack of workforce and personnel training can also result in sub-optimal compliance. Even for stores that comply with their planograms perfectly, ongoing maintenance is challenging, since FMCGs typically are sold at a fast pace and need to be re-stocked daily.

Multiple methods to monitor planogram compliance exist. Traditional methods involve store personnel or external field sales managers to manually check in-store execution and product availability with the human eye. These approaches are labor intensive, time-consuming and cost-ineffective [40]. Also, manual approaches are subject to high error rates which reduce the effectiveness of planogram compliance checking. Automated methods are therefore preferred.

Automated methods for planogram compliance checking regularly involve computer-aided visual systems [46, 40]. By definition, this means that cameras need to be installed in the corresponding retail locations. Although these solutions are time efficient, they come with the downside of high costs due to the installation and maintenance of these systems. Also, these systems can only work with a minimum amount of high-quality training data, which is often hard to acquire [55]. One existing visual method for planogram compliance checking is able to measure partial or complete occupancy, product placement and product count [53]. These are highly important factors involved in planogram compliance. At the same time, the method remains user-friendly and robust. Deep learning approaches based on visual compliance also exist and make use of robotics to acquire suitable training data [15]. Although the results were promising, the approach is expensive and not yet feasible to use in a real-world setting, for example due to the small number of identifiable product items. Non-visual methods often involve the use of RFID sensors [14, 49, 23]. Although these methods perform relatively well, they suffer from high costs due to sensor installation and the time-consuming task of attaching all sensors to every single product [53].
2.1.2 Identifying underperforming products

As a result of planogram non-compliance, products can be underperforming in a specific retail location. A product is underperforming when its actual sales volume is significantly lower than the expected sales volume. Actual sales volumes can be measured for one retail location by simply analyzing historical sales data. However, expected sales volumes need to be accurately forecasted to be able to measure underperformance of products in a specific store.

One concept that we can use to measure expected sales in one retail location is ‘like-for-like’ sales, also referred to as comparable store sales or same-store sales. Like-for-like sales is a method of financial analysis that is used to identify which of a company’s products, divisions, or stores are contributing to its growth and which are lagging behind. This analysis is typically based on stores with similar characteristics. Where it is often used to measure growth of newly opened stores compared to existing stores in the region, it can alternatively be used to forecast the expected sales using a specific cluster of similar stores. To determine like-for-like sales and the expected sales volume of individual products, it is necessary to identify these similar stores first.

Different categories of indicators can be used to determine store similarity. These can be generally divided into store, customer, local area, and location characteristics. Store characteristics include revenue, profitability, and size of the specific retail store. On a customer level, demographics and purchase history are important factors. Local area and location characteristics include factors as local competition, demographics of a certain region, and the geographic location. However, data needs to be available about all these categories to be able to cluster on these features.

Clustering can be executed in an unsupervised manner. Prior research has primarily focused on customer segmentation instead of store segmentation. However, for the purpose of retail store clustering, one case study experimented with 4 different clustering algorithms: Hierarchical clustering, Self Organizing Maps, Gaussian Mixture Matrix, and Fuzzy C-means respectively. These algorithms could address the limitations of traditional methods as agglomerative clustering and K-means clustering. The research in showed that the performance of a clustering algorithm is highly dependent on the specific case. Every clustering algorithm performed differently for different markets. In other words, it makes sense to experiment with multiple clustering techniques to determine the one that is best performing for this specific problem.

For retail store clustering and determining store similarity, unsupervised clustering approaches as K-means may not be suitable. The number of clusters in K-means for example needs to be defined arbitrarily and this number is typically not known for this type of problem. Also, the number of data points can differ highly across different clusters. To generate clusters with a fixed number of data points, we can use methods as the K-nearest neighbor algorithm. This method is used for supervised classification or regression, where K can be arbitrarily specified. These nearest neighbors are determined using a pre-specified distance metric, for example the Euclidean distance, the Minkowsky distance or cosine similarity. Every data point is assigned to a set of K neighbors. Including the initial data point, we can interpret this set as a cluster of K+1 data points. However, strictly this is not a clustering method, since this method allows data points to be the nearest neighbor of multiple other data points. Most clustering methods usually assign every data point to only one cluster and do not have overlap with other clusters.
One disadvantage of the $K$-nearest neighbor algorithm is that it is distance-based [20]. As a result, every attribute in the data is weighted equally and contributes equally to the classification or regression after normalization. In practice, this is often undesirable, since attributes generally are not of equal value for the specific problem. Noisy and irrelevant attributes may then influence the neighborhood search to the same degree as highly relevant attributes. It is important to weigh attributes to determine the degree of relevance. Weighting can be done manually by intuition and experiments. However, solutions exist to determine the optimal set of weights semi-automatically. Examples of methods include the Chi-Squared statistical test [61], Gain Ratio [47] or more advanced techniques such as feature importances determined using Random Forest that learn the optimal set of weights [8, 68]. This has the advantage that weights are always tailored to the data concerning the prediction problem without human interference.

### 2.1.3 Evaluating identification of underperforming products

After assigning every store to clusters of $K$ stores, where $K$ can be arbitrarily selected, the quality of the clusters needs to be evaluated. For our problem, a cluster of stores is considered an indicator of the expected market shares in a specific target store. We can leverage this cluster to predict market shares of each product for the target store. This can be done for example by taking the median or mean market shares of the cluster as our expected market shares in the target store. If the expected sales volume is close to the actual sales volume, we can consider the cluster as a good reference compared to the actual sales volume of our target store. High similarity between expected and actual market shares indicates that the prediction performance of our model is high and vice versa. However, high similarity also indicates that the market shares in the target store are as expected. This may indicate also that planogram compliance is more strictly maintained. Therefore, high prediction performance is not necessarily the main importance.

In the previous paragraph, we mentioned that the predicted market share per product needs to be close to the actual market share per product. However, it is not straightforward how this closeness is defined. For solutions in the retail industry, it is preferred to use performance metrics that are used in the industry and at the same time can provide good insights into the cluster quality for our solution. The forecast accuracy metric can provide a quantitative solution to this. Considering sales volumes instead of market shares, the forecast accuracy metric is normally used to determine the difference between the expected sales volume and the actual sales volume per product within a single store [30]. The metric is often used to optimize inventory levels. However, we can alternatively use this metric to compare the actual sales volumes in one store with the expected sales volume of that same store. Often used metrics are the Mean Absolute Percentage Error (MAPE) or alternatively Weighted Absolute Percentage Error (WAPE) when dealing with low sales volumes [28]. The expected sales volume in this case is the median or mean actual sales volume of the store cluster. This connects to the earlier mentioned concept of comparable store sales. As mentioned before shortly, a 100% similarity between the expected sales volumes and the actual sales volumes shows that every product market share corresponds with the expected market share (high prediction performance). This means in practice that no products are underperforming. As a result, there is no need to improve store execution on this matter. On the other hand, low similarity values can indicate that stores are too different to accurately draw conclusions about underperformance of specific products. Therefore, it makes sense to reject stores locally based on a minimum forecast accuracy threshold, which can be arbitrarily defined [62]. In practice, this means that from the initially $K$ selected neighbors, only $K-N$ neighbors remain for the prediction of the expected market share in a specific store. Because error rates decrease when reject rates increase with this dynamic number of neighbors, it is important to find the optimal balance between error rates and rejection rates [62].
though our focus is on the detection of product underperformance, we can use the same method for the
detection of overperforming products. This makes our solution a generic monitoring tool.

Other evaluation metrics often used for measuring the prediction performance of regression problems in
general are the Mean Absolute Error (MAE) and the Root Mean Squared Error (RMSE) [13]. The MAE
metric measures the average magnitude of error between the actual values and the predicted values.
In our study, this error corresponds with the difference between the expected and the actual market
shares calculated over the entire product set. The RMSE metric is calculated similarly but does involve
a quadratic scoring rule. This means that large errors have a relatively high weight. This is useful when
large errors are particularly undesirable. However, when the magnitude of error is not of high impor-
tance, MAE might be more suitable. Both metrics do not take the direction of the error into account.

Besides accurate predictions, predictions should preferably be made with high confidence. Especially
with a dynamic number of neighbors, confidence generally decreases when the number of neighbors
decreases [20]. Therefore, instead of making precise value predictions, it makes sense to make interval
predictions instead. When confidence decreases, these confidence intervals become larger. This enables
us to determine underperforming products given the confidence of the neighborhood [20].

2.2 Sub-optimal assortments

Focusing on sub-optimal assortments, we first discuss the need for optimal assortment planning and the
challenges that are common in practice. We discuss existing frameworks and factors that are commonly
used while planning the optimal assortment mix. Subsequently, we show existing algorithms that are
suitable for recommendations. Finally, we discuss different methods that can be used for the evaluation
of recommendations, both in terms of prediction performance and quality of recommendations.

2.2.1 Need for optimal assortment planning

Product assortment strategy is a central but complex task for a retailer [11, 13]. An assortment enables
a retailer to differentiate from competitors. For customers, the assortment is generally more important
than the product pricing for the selection of their preferred grocery store [9]. During assortment selection,
a retailer needs to decide what product categories to offer and determine the number of Stock Keeping
Units (SKUs) within a specific product category. At the same time, retailers are often constrained by the
amount of store and shelf space and the amount of money that they can invest in their inventory [42]. In
practice, this means that a retailer needs to find the optimal trade-off between product variety, product
depth, and service level. Product variety indicates the number of different product categories offered,
whereas product depth indicates the number of SKUs within a single category. Service level indicates the
number of options for one item specifically (e.g. different brands). A good trade-off satisfies the need of
customers because the right number of products is offered at the right time. Not providing the expected
assortment may at the same time cause losses in both current and future sales [42]. A product that is
not offered in a specific store could be a valuable addition to the assortment. On the other hand, the
presence of certain products in an assortment can cause sub-optimal sales volumes as well, for example
due to inventory cannibalization [58]. This again illustrates the complexity of assortment planning. A
well-known paper provides a conceptual framework that considers 3 main factors that are involved with
Product Assortment Planning (PAP), respectively customer preferences, retailer constraints, and envi-
ronmental factors [42].
First, customer preference influences assortment planning by retailers. For a retailer, it is important to adhere to customer preferences to avoid them switching to competitors or have them buy fewer products than initially intended. As a starting point, it makes sense to identify brand preferences for customers in a specific region. At the same time, customers want to be flexible and be able to switch to other brands as well. This can be illustrated by the fact that customer preference is unstable and that preferences may change over time, dependent on the circumstances. This indicates that it is good for a retailer to offer a wide variety of products. On the other hand, too many products negatively affect customers’ buying behavior. Regional brand preferences may also be important for the selection of an optimal assortment. It has been shown that it is beneficial to offer a mix between common assortments and local assortments. Common assortments are offered in a relatively large region (e.g. a country), whereas local assortments focus on products that are manufactured within a relatively small distance from the store (e.g. a province or city). Offering regional products increases the loyalty towards a store and has a direct impact on the image of a retailer.

A second factor that has a direct impact on assortment planning is retailer constraints. These are typically physical characteristics of a store that limit the possibilities of a retailer during assortment selection. For example, store space is essentially fixed, because expanding store space is often not possible. Also, shelf space is limited, which means that decisions need to be made about what products to offer and in what quantity. Selecting the assortment variety, depth, and service level can become an increasingly complex task because of this matter. Models exist that optimize the allocation of certain products. Common approaches use heuristics to allocate shelf space in direct proportion to their sales. In terms of recommending new products, it is therefore important not to only recommend products, but also estimate the quantity of their respective sales.

The third factor identified are environmental factors including competition-related assortment trends, changing environmental conditions, and shifting consumer profiles and lifestyle trends. Competition is one example where retailers can learn what products to add to their assortment. Competition tends to be highly localized and retailers usually have to compete with stores in their direct neighborhood. Geographical locations of stores are the most important source of product differentiation. Well-performing products are therefore likely to be sold at a local competitor as well. Changing lifestyle trends are also an important factor that stores need to adhere to by adaptation of their assortment. A clear example of changing lifestyle trends is the growing demand for healthy and natural food. Natural food retailers, therefore, experience a large increase in sales volume per year. Retailers need to be aware of these trends. Recommendation systems can help retailers to give insights into potential well-selling products that are not yet offered in their assortment.

Assortment planning proceeds through both long-term and short-term strategic decisions, including multiple interrelated steps. In the FMCG industry, long-term strategic decisions include for example dividing a retailers’ assortment into multiple merchandise categories and subcategories. Short-term decisions are more focused on demand forecasting and the resulting sales and margins. These decisions are complex, especially because of the interrelationships between these decisions. Therefore, it is necessary that strategic decisions are evaluated regularly and that product sales volumes and margins are monitored. The complexity of assortment planning results in the need for specialized teams that semi-manually determine optimal assortment mixes. This is time-consuming and therefore it would be beneficial to provide automated tools to help these teams with their decision-making process. Recommendation systems can be used for this problem as an automatic approach to recommend new but relevant items. These models determine this set of items based on similarities between the target store
and other stores, both taking current assortment mixes and sales volumes of products into account.

### 2.2.2 Creating recommendations

From section 2.4, we see that recommending new products for an existing assortment is useful to propose sets of relevant items that may result in higher sales volumes. For these recommendations, many approaches exist. One simple approach is a Market Basket Analysis (MBA), where the selection of new products is based on association rules \[10\]. These association rules indicate whether for example product A is often sold together with product B. If this is the case, this could be a relevant recommendation if product B is not sold in a specific store. However, this approach becomes infeasible very quickly with large numbers of products due to the computational overhead that this method requires. Therefore, for a typical setting in the FMCG industry, there is a need for methods that can deal with large quantities of stores and products.

Recommendation engines are frequently based on interactions between users and items. These systems have the goal to determine well-matched user-item pairs. We can distinguish between two types of recommendation systems, collaborative filtering (CF) approaches and content-based filtering approaches respectively \[44\]. These approaches can deal with large amounts of data, where a typical data set is sparse \[57\]. A content-based filtering system selects items based on the correlation between the content of the items and the user’s preferences \[60\]. This method has been proven to be effective for different types of recommendation problems. However, contextual attributes about both users and items need to be available to be usable.

A collaborative filtering (CF) system chooses items based on the correlation between people with similar preferences \[60\]. In a CF system, a user-item matrix is considered. This matrix contains all user-item interactions. These interactions can correspond with for example an explicit rating or a transaction. CF systems are widely and successfully used for recommendation, for example at large companies as Netflix and Amazon. For our application, stores can be considered as users, whereas products can be considered as items. In that case, we could interpret sales data or market shares as our explicit rating of a store-product pair. Within the CF domain, different approaches exist. We can generally distinguish between neighborhood-based CF and model-based CF \[44\]. Neighborhood-based CF determines a subset of appropriate users, based on a similarity measure between the target user and all other users \[27\]. The top number of neighbors, also called the neighborhood, determines the prediction of the target user. Here, each user is weighted based on the similarity between the user and the target user. In a model-based CF recommendation system, a user-item matrix is generally decomposed in a latent user and item component, using factorization techniques \[39\]. After decomposing the user-item matrix in multiple latent matrices, explicit user-item interactions are reconstructed. At the same time, a rating is estimated for non-existing user-item interactions. These ratings can be used for recommendations. A special type of model-based recommendation systems are factorization machines \[51\]. Factorization machines combine the advantages of Support Vector Machines with factorization models and scale well for large matrices. Dealing with large matrices, this method generally tends to achieve high performance in relatively low training times. However, factorization machines and other model-based recommendation systems come with the downside that recommendations cannot be attributed to individual data points or a neighborhood. This means that explicit store clusters cannot easily be defined with this approach. Considering both content-based and CF recommendation systems, our focus will be mainly on CF systems.
2.2.3 Evaluating recommendations

After recommending new items for specific assortments, the quality of these recommendations has to be evaluated in an offline manner. First, predictions need to be accurate. This means that we need a measure for the prediction performance. These metrics will be evaluated on a separate test set during development. Similar to the nearest neighbor model for planogram compliance, we can achieve this by using metrics as the Mean Average Error (MAE) and Root Mean Squared Error (RMSE).

Besides the prediction performance, a good method for measuring the quality of recommended items is by using precision and recall [19]. However, these metrics are based on the relevance of an item and the ratio of relevant items in the generated set of recommendations. Particularly for anonymized data, it is hard to determine whether a recommended item is relevant or not. Also, the definition of a relevant item is not pre-defined. This means that for our problem specifically, other methods are required.

Other metrics to assess the quality of generated recommendation include coverage, diversity, serendipity, and novelty [32]. Coverage indicates the portion of items a recommendation system is able to recommend on a test set. Generally, high coverage is desired because this will result in more inclusive recommendations. Diversity is a measure of the dissimilarity between different pairs of recommended items. This indicates that a recommendation system can lead to diverse results and not only recommends items within for example a specific product category. Novelty is a measure for the portion of new items that are recommended in comparison with the total set of items [69]. However, for our research, this is not important since we will restrict our final recommendations always to products that are not offered in a specific assortment. Serendipity indicates the number of surprising but relevant items in a recommended item set. This is again hard to measure due to the arbitrary definition of ‘surprising’ and that assessing relevance for anonymized data is not possible [37]. Summarising, we conclude that that especially the former two metrics, coverage and diversity, are useful and feasible for the evaluation of our recommendation system.


3 Methodology

In this section, we describe our applied methodology in detail. Firstly, we discuss methods that provide detailed insights into the characteristics of the data. Subsequently, we define our methodology to identify underperforming products using a logically consistent market share model. This includes a $K$-nearest neighbor prediction algorithm, a Random Forest weight optimization method, and various evaluation metrics. Finally, we define the methods used for recommending new products for a specific assortment. This includes a neighborhood-based collaborative filtering recommendation system and evaluation metrics that give insights into the quality of the recommended items and the prediction performance of the model.

3.1 Data characteristics

In the FMCG industry, goods typically show certain characteristics in their sales patterns, for example promotional sales peaks and seasonality. These characteristics might be influential for the selection and performance of our prediction model and need to be accurately quantified. In this section, we describe what techniques are used to identify and quantify different types of sales patterns that are regularly observed in the retail domain.

3.1.1 Promotions

Retailers often offer temporary price promotions to attract customers to its store. This encourages customers to buy regular-priced products as well [45]. On a product level, price promotions may result in a significantly larger sales volume for that specific product in the corresponding promotional weeks. The magnitude of this sales effect can differ across different product categories. We identify a promotional week based on its product price. In equation 1, $P$ is a matrix that contains the product price of a specific product $j$ ($j = 1, \ldots, N$) in week $w$ ($w = 1, \ldots, W$), where $W$ is equal to the number of weeks in a year and $N$ is the number of products.

$$P = \begin{pmatrix} p_{1,1} & \cdots & p_{1,W} \\ \vdots & \ddots & \vdots \\ p_{N,1} & \cdots & p_{N,W} \end{pmatrix} \tag{1}$$

Assuming that the number of non-promotional weeks is always larger than 50% of weeks in a year, we determine the non-promo price of every product $j$ by taking the median value of all weekly product prices as defined in equation 2.

$$NP_j = Med \left( \left[ p_{j,1}, \cdots, p_{j,W} \right] \right) \tag{2}$$

Subsequently, we determine promo week matrix $WP$ by comparing the weekly product price $P_{jw}$ with the non-promo price $NP_j$ as follows in equation 3.

$$WP = P_{jw} < NP_j \tag{3}$$

Here $WP_{jw}$ is a binary variable where 0 corresponds with a non-promo week and 1 with a promo week respectively.
3.1.2 Seasonality

When dealing with FMCGs, a significant portion of products tend to show large seasonality patterns due to a variation of demand over different months [4]. Especially for recommendations, it is important to quantify the level of seasonality in a product set. For example, recommending ice cream in the winter months (while sales volumes are large in the summer) is expected to result in suboptimal sales volumes. If a large portion of products in our data is seasonal, we split our data in both a winter and a summer time period and make recommendations separately on these splits. We perform a seasonality analysis between the summer and winter months. For simplicity, we do not include spring and autumn separately. To achieve this, we first define two sales matrices $S_{\text{summer}}$ and $S_{\text{winter}}$ as described generically in equation (4), where $j (j = 1, \ldots, N)$ indicates the sales volume of product $j$ in store $i (i = 1, \ldots, M)$.

\[
S_{\text{season}} = \begin{pmatrix}
  s_{11} & \cdots & s_{1N} \\
  \vdots & \ddots & \vdots \\
  s_{M1} & \cdots & s_{MN}
\end{pmatrix}
\]  

season = \{season \in \{\text{winter, summer}\}\}  

We only include products that are both sold in winter and summer. Here we assume that products that are only sold in winter or summer are seasonal by definition. Note that $s_{ij}$ is 0 when a product is not included in the assortment of a specific store. Using the meteorological definitions of seasonal periods, $S_{\text{summer}}$ is aggregated over April until September, whereas $S_{\text{winter}}$ is aggregated over October until March. To determine if there is a significant difference between the summer and winter distribution of product sales, we perform a two-sample Kolmogorov-Smirnov test [56] between these empirical distributions, as defined in equation 5. To prevent the test from detecting short-term seasonal effects due to promotions, we only include non-promotion weeks as described in section 3.1.1.

\[
KS_j = |S_{\text{winter}}(j) - S_{\text{summer}}(j)|
\]

The Kolmogorov-Smirnov statistic vector $KS$ yields a p-value for every product $j$ in our sales matrix that indicates if product $j$ has a significantly ($\alpha = 0.01$) higher or lower sales volume between winter and summer months.

3.2 Planogram compliance

In this subsection, we describe the applied methods for the identification of underperforming products. As mentioned before, we use the notion of store similarity to determine expected market shares in our target store and compare the actual market shares with the market shares of the store cluster. To determine the most similar stores, we make use of a $K$-Nearest Neighbor (KNN) algorithm. Since the KNN algorithm makes use of a distance function to determine the nearest neighbors and the fact that features are typically not equally contributing to the specified problem, features need to be weighted. To achieve this, we propose a Random Forest algorithm to weigh the features tailored to each specific store.

3.2.1 K-nearest neighbors

We use a KNN algorithm to determine a fixed set of $K$ neighbors, where we set $K$ equal to 10. In this paper, neighbors are defined as individual stores. This means that $K$ indicates the size of the store cluster. KNN assumes that similar data points exist within close proximity [20]. This proximity is calculated based on the features used for every data point. We first define a store matrix $ST$ in terms
of its features as described in equation \[6\]

\[
\mathbf{ST} = \begin{pmatrix}
st_{11} & \cdots & st_{1F} \\
\vdots & \ddots & \vdots \\
st_{M1} & \cdots & st_{MF}
\end{pmatrix}
\] (6)

This matrix \(\mathbf{ST}\) describes a store \(i (i = 1, \cdots, M)\) in terms of features \(f (f = 1, \cdots, F)\), where \(M\) indicates the number of stores and \(F\) the number of features. There are different methods to measure proximity. We use the regularly used Euclidean distance measure \(D_{x,y}\) to define the distance between stores \(x\) and \(y\) as defined in equation \[7\]. For clarity, we use example store numbers \(x = 1\) and \(y = 2\).

\[
D_{1,2} = \sqrt{\sum_{f=1}^{F} (st_{1f} - st_{2f})^2}
\] (7)

The \(K\) nearest neighbors can now be selected based on this distance metric, where we want our distances to be minimal. Our final market share prediction \(\hat{y}_i\) can now be determined by taking the uniform mean of the stores in the cluster, where \(c (c = 1, \cdots, K)\) indicates the store in the nearest neighbor cluster. This is defined in equation \[8\]

\[
\hat{y}_i = \frac{1}{K} \sum_{c=1}^{K} y_c
\] (8)

### 3.2.2 Absent product predictions and logical consistency

As described in equation \[8\] for a regression problem the uniform mean of the selected \(K\) nearest neighbors determines the final prediction \(\hat{y}_i\). However, this has the side effect that market shares can be predicted for products that are absent in the assortment of the target store if the product is present in the assortment of a store in its cluster. Therefore, we restrict our final prediction by setting these impossible market shares to 0. We first define an assortment vector \(\mathbf{A}_i\) of binary values that indicate whether product \(j (j = 1, \cdots, N)\) is in the assortment of store \(i (i = 1, \cdots, M)\):

\[
\mathbf{A}_i = \begin{bmatrix}
a_{i1} & \cdots & a_{iN}
\end{bmatrix}
\] (9)

\(M\) indicates the number of stores and \(N\) describes the maximum size of the product set. Subsequently, to ensure that absent products have a market share of 0, we update \(\hat{y}_i\) by taking the dot product of the assortment vector \(\mathbf{A}_i\) with the market share predictions \(\hat{y}_i\) as described in equation \[10\] setting market shares of absent products equal to 0.

\[
\hat{y}_i \leftarrow \hat{y}_i \cdot \mathbf{A}_i
\] (10)

Market shares are constraint by the fact that its total sums to 100%. Therefore market share predictions need to be logically consistent \[11\], i.e. \(\sum_{i=1}^{N} \hat{y}_i = 1\). Simply removing market shares for absent products would result in \(\sum_{i=1}^{N} \hat{y}_i < 1\). Therefore, we redistribute the removed market shares over all other market shares of products that are present in the assortment, based on the mean market shares vector \(\bar{\mathbf{MS}}_i\) of the total set of stores excluding the target store \(i\) as defined in equation \[11a\]

\[
\bar{\mathbf{MS}}_i = \frac{1}{M-1} \sum_{c \neq i}^{M} y_c \cdot \mathbf{A}_i
\] (11a)
Again, only products that are present in the assortment are included. At the same time, logical consistency is maintained, i.e. \( \sum_{j=1}^{N} MS_{ij} = 1 \). The portion in which we need to scale our market share vector back to 1 varies across all stores. We define our scale factor \( \theta_i \) as follows in equation (12).

\[
\theta_i = 1 - \sum_{j=1}^{N} \hat{y}_{ij}
\]  

(12)

We re-use this scale factor later for our prediction interval. Subsequently, we update \( \hat{y}_i \) as described in equation (13).

\[
\hat{y}_i \leftarrow \hat{y}_i + MS_i \cdot \theta_i
\]  

(13)

After this transformation, \( \hat{y}_i \) only contains market share predictions for products that are present in the assortment of store \( i \). At the same time, \( \hat{y}_i \) complies with the definition of a logical consistent market share model.

### 3.2.3 Weight optimization

Features in our store feature matrix \( ST \) usually do not equally contribute to the relevance of the neighborhood. However, after standardizing these features to the same range, irrelevant features might contribute to the same extent as relevant features. Therefore, it is necessary to weigh our store features, based on their contribution to the dependent variable. To achieve this, we weigh these features with a Random Forest algorithm [8, 68]. Feature weighting in Random Forest (for regression) is based on variance reduction [25]. Features that induce high variance reduction will have a higher internal node position in a decision tree, given a specific selection criterion. This selection criterion is usually the Mean Absolute Error (MAE). A precise definition is given in equation (14). Due to the multi-output setting of our problem, we average the variance reduction over all output values \( y_{pf} \).

\[
MAE = \frac{1}{F} \sum_{f=1}^{F} \frac{1}{P} \sum_{p=1}^{P} |y_{pf} - \mu_f|
\]  

(14)

In this definition, \( y_p \) corresponds with the model output of a training instance \( p \) (\( p = 1, \ldots, P \)), where \( P \) is the number of training instances. Additionally, \( \mu_f \) is the mean of the training set for feature \( f \) (\( f = 1, \ldots, F \)), where \( F \) indicates the size of the feature set. MAE is the criterion of our node split in a decision tree. High differences between MAE before and after a split on a specific feature are preferred because this shows a high variance reduction pattern. This ultimately results in a weight matrix \( W \) that contains a weight \( w_{ij} \) for every feature \( st_{ij} \). Our store feature matrix \( ST \) can now be updated as defined in equation (15).

\[
ST \leftarrow ST \cdot W
\]  

(15)

Note that this weight selection has a high influence on the resulting neighborhood determined with KNN. This is because for example, two stores may be close in terms of feature \( A \) but not in terms of feature \( B \). Higher weights on feature \( B \) might therefore result in these stores not being clustered together anymore and vice versa.
### 3.2.4 Filter neighbors on forecast accuracy

The initial \( K \)-nearest neighbor algorithm comes with the disadvantage that the number of neighbors is fixed (\( K = 10 \)). Ideally, we want to only include neighboring stores that have similar sales volumes and similar assortments to a certain degree. A fixed size of \( K \) therefore might yield a cluster of neighboring stores with different degrees of similarity between each neighbor and the target store. However, we want to only include stores that have a minimum level of similarity to ensure that we focus on comparable store sales. Therefore, we calculate the Mean Absolute Error (MAE) between the market shares of each store and the market shares of the target store \( i \) as defined in equation \( 16 \):

\[
MAE_i = \frac{1}{N} \sum_{j=1}^{N} |y_{ij} - \hat{y}_{ij}|
\]

Here \( y_{ij} \) indicates the actual market share of product \( j \) (\( j = 1, \cdots, N \)) in the target store \( i \) and \( \hat{y}_{ij} \) the market share of the evaluated neighbor, which we interpret as the predicted market share of product \( j \). Because we predict market shares, the absolute error automatically indicates the absolute percentage error, given that these market shares are logically consistent.

\( N \) describes the total number of products or product groups. Since we aggregate products on different aggregation levels, \( N \) will change over different aggregation levels as well. Therefore, if we want to maintain comparability between these aggregation levels, division by \( N \) leads to misleading results. As a solution, we come with a similar metric \( AE \) in equation \( 17 \) that does not normalize the forecasted absolute error by dividing by \( N \):

\[
AE_i = \sum_{j=1}^{N} |y_{ij} - \hat{y}_{ij}|
\]

Note that both \( y_i \) and \( \hat{y}_i \) are logically consistent \( [48] \), i.e. \( \sum_{j=1}^{N} y_{ij} = 1 \) and \( \sum_{j=1}^{N} \hat{y}_{ij} = 1 \). This means that the absolute error \( AE \) never exceeds a maximum value of \( \sum_{j=1}^{N} y_{ij} + \sum_{j=1}^{N} \hat{y}_{ij} = 2 \), which is independent from the size of \( N \). We now use our \( AE \) to accept or reject a specific neighbor, based on a maximum error threshold \( \theta_{AE} \).

### 3.2.5 Prediction interval

With a dynamic number of neighbors used in our methodology, we need to cope with varying levels of uncertainty. Filtering neighbors on prediction performance concerning the target store results in higher performance. On the other hand, a small number of neighbors results in a lower confidence level associated with these market share predictions. As a result, we need to assess whether a deviating market share prediction falls within a specific prediction interval. Instead of making precise value predictions, we determine a prediction interval \( PI_{ij} \) for every market share prediction. The definition of our prediction interval is given in equation \( 18 \). Since we deal with small sample sizes (\( K \leq 10 \)), we use a t-distribution instead of a standard normal distribution to determine our interval \( [21] \):

\[
PI_{ij} = \hat{y}_{ij} \pm t \frac{\sigma(y_{lj})}{\sqrt{L} \cdot (\theta_i + 1)}
\]

Here, \( \sigma(y_{lj}) \) indicates the standard deviation of all cluster market shares \( y_{lj} \), where \( l \) (\( l = 1, \cdots, l = L \)) and \( L \) is the number of neighbors in the filtered cluster for store \( i \). Note that the prediction interval scales with the scale factor \( \theta_i \) as defined previously in equation \( [12] \). The lower bound in this definition is clipped to 0 when market shares become negative. Finally, the t-distribution score \( t \) varies with the
degrees of freedom, which is defined as $df = L - 1$, and confidence level $\alpha$, which we set to $\alpha = 0.95$. This indicates that the prediction interval becomes wider when sample size $L$ decreases. For our method, this results in the error margin becoming larger when dealing with higher amounts of uncertainty.

### 3.2.6 Evaluating detection of underperforming products

For our solution, it is important to include all stores except for the target store for the market share predictions during evaluation. Therefore, standard $K$-fold cross-validation is not suited, since a significant portion of stores will not be included in the training set in this case. Therefore, we alternatively use a Leave-One-Out cross validation (LOO-CV) technique. In that case, we train our model on all stores except for the target store and validate on the target store. We do this for all stores in our data set. This approach ensures that all stores are included.

We evaluate the performance of our model with a metric that is similar to the $AE$ metric as described in section 3.2.4 and equation 17. However, $\hat{y}$ does not indicate the market shares of one single nearest neighbor, but the market share means of the entire filtered store cluster, which we define as the Absolute Cluster Error $ACE$. The definition of our $ACE_i$ is given in equation 19.

$$ACE_i = \frac{1}{L} \sum_{l=1}^{L} \sum_{j=1}^{N} |y_{ij} - \hat{y}_{lj}|$$

$L$ indicates the number of neighbors after filtering on the absolute error $AE_i$ as described in equation 17. After determining the prediction performance of our model, we assess the number of products that fall outside our prediction interval. Products outside this interval will be considered as underperforming or overperforming. However, we are only interested in underperformance. We define our hit rate as the portion of products within the specified prediction interval divided by the number of products in the assortment as defined in equation 20.

$$\text{hitrate} = \frac{\text{predicted} \geq \text{PI} \| \text{predicted} \leq \text{PI}}{\text{predicted}}$$

Similarly, we define our underperformance ratio as the portion of products below the prediction interval divided by the number of products in the assortment as defined in equation 21.

$$\text{underperformance} = \frac{\text{predicted} < \text{PI}}{\text{predicted}}$$

### 3.3 Sub-optimal assortments

Missed opportunities for a retailer can also be caused by products that are not in the assortment of a store, but might potentially sell well considering its sales volume in similar stores. Therefore, in this section, we propose a user-based nearest neighbor collaborative filtering model to recommend new products for a specific assortment. This model considers both store-specific features and market shares of products, which we use to define similarity between stores. We evaluate our model both concerning prediction performance, as well as the quality of our recommendations in terms of coverage and diversity.

#### 3.3.1 Store similarity

To develop an accurate recommendation model, we first need to define a suitable similarity metric. For our model, we include both store-specific features, such as longitude, latitude, total sales volume, and #SKU, as well as market shares of individual products. A definition of our store feature matrix ST
is defined previously in equation 6. Additionally, we define our market share matrix $M$ as follows in equation 22.

\[
M = \begin{pmatrix}
  m_{11} & \cdots & m_{1N} \\
  \vdots & \ddots & \vdots \\
  m_{M1} & \cdots & m_{MN}
\end{pmatrix}
\]  

(22)

Here, $m_{ij}$ indicates the market share of product $j$ ($j = 1, \cdots, N$) for store $i$ ($i = 1, \cdots, M$) with $N$ the number of products and $M$ the number of stores. Note that $m_{ij} = 0$ indicates that the product is not in the assortment and $m_{ij} \approx 0$ indicates that the product is in the assortment, but has a low market share that approximates 0. For both our store feature and market share vectors, we define store similarity by calculating the cosine similarity between stores as described in equation 23.

\[
\cos(A, B) = \frac{A \cdot B}{\|A\| \|B\|}
\]  

(23)

We use the cosine similarity metric, since it ignores products that are not in the assortment, i.e. have a market share of 0. Both vector $A$ and $B$ can be substituted by either $ST_i$ or $M_i$. This ultimately results in two store similarity matrices $SSIM$ and $MSIM$ as described in equation 24 and 25.

\[
SSIM = \begin{pmatrix}
  ssim_{11} & \cdots & ssim_{1M} \\
  \vdots & \ddots & \vdots \\
  ssim_{M1} & \cdots & ssim_{MM}
\end{pmatrix}
\]  

(24)

\[
MSIM = \begin{pmatrix}
  msim_{11} & \cdots & msim_{1M} \\
  \vdots & \ddots & \vdots \\
  msim_{M1} & \cdots & msim_{MM}
\end{pmatrix}
\]  

(25)

Both matrices are of size $M \times M$, where $ssim_{ij}$ and $msim_{ij}$ indicate the similarity between store $i$ and $j$ concerning either store features or market shares respectively. To determine or final similarity coefficients, we weigh both similarity matrices. This results in combined similarity vector $CSIM_i$ as defined in equation 26.

\[
CSIM_i = w_{0i} \cdot SSIM_i + w_{1i} \cdot MSIM_i
\]  

(26a)

\[
w_{0i} + w_{1i} = 1 \\
0.1 \leq w_{0i} \leq 0.9 \\
0.1 \leq w_{1i} \leq 0.9
\]  

(26b)

$CSIM_i$ indicates the weighted similarity between store feature similarity and market share similarity of store $i$ concerning all other stores. Note that we restrict or model by setting the total sum of weights equal to 1. This means that if the contribution of $MSIM$ increases, the contribution of $SSIM$ automatically decreases and vice versa. We adapt our weights for each individual store by doing a grid search starting from $w_{0i} = 0.1$ and $w_{1i} = 0.9$, increasing $w_{0i}$ and decreasing $w_{1i}$ with a step size of 0.05. This approach will keep our search space feasible, considering the limitations in equation 26b. To make sure that both store features and market shares contribute to our combined similarity, weights are restricted to have a minimum value of 0.1. After our grid search, we set our weights for store $i$ at the point where we reach the minimum of the absolute cluster error $ACE_i$ between $y_i$ and the predicted market shares $\hat{y}_i$ (only
considering $a_{ij} = 1$) as described in equation 19.

### 3.3.2 Collaborative filtering

After defining our similarity metric, we use these similarities to develop our collaborative filtering recommendation model. As described in section 2.2.2, we generally distinguish between 2 types of collaborative filtering models: neighborhood-based collaborative filtering and model-based collaborative filtering [44]. Model-based collaborative filtering uses factorization or deep learning methods to estimate ratings for unknown entries in a user-item matrix. These methods involve a low-dimensional latent representation for users (stores) and items (products). Considering the target store, this comes with the downside that we cannot reproduce the store cluster of the estimated ratings from these latent representations, since they do not rely on explicitly defined store similarity. Therefore, to maintain model explainability, we use a neighborhood-based collaborative filtering approach. Since we still use the notion of similar store clusters, we again use a $K$-nearest neighbor approach to select the most similar stores, i.e. stores within closest proximity. Proximity here is defined by combining store similarity and market share similarity as defined in section 3.3.1. Our neighborhood-based collaborative filtering model is user-based since we use stores as the basis for product recommendation, i.e. we use store similarity to recommend products.

Given our store similarity metric, we now select the $K$ nearest neighbors of target store $i$, similarly as described previously in equation 8. Unlike our planogram compliance model, we do not use a dynamic number of $K$ here. Because our goal is to recommend relevant but at the same time novel and serendipitous products, we set $K$ equal to a fixed value of $K = 10$. For recommendations, we should not aim to maximize the prediction performance of our model at all costs, since this can have a negative influence on the coverage and diversity. Note that we select the $K$ neighbors for store $i$ that have the smallest absolute error $AE_i$ between $y_i$ and $\hat{y}_i$, as described in equation 17, given the optimized weights $w_{0i}$ and $w_{1i}$.

For store $i$, this yields a predicted market share vector $\hat{y}_i$ that contains predicted market shares for all available products $j$, either absent or present in the assortment. We are particularly interested in the predicted market shares for absent products, i.e. $a_{ij} = 0$. We consider these predictions as the expected market shares when the product would be offered in the assortment of store $i$.

### 3.3.3 Evaluating product recommendations

Where we want to recommend relevant items, market share predictions need to be accurate. We measure the prediction performance of our model using the absolute cluster error $ACE_i$ for target store $i$ as described in equation 19, where we only include predicted market shares of products that were already present in the assortment of store $i$, i.e. $a_{ij} = 1$. Note that we again use a LOO-CV approach, since we want to include every store in the neighborhood search of target store $i$.

Evaluating our recommendation model in terms of prediction performance ensures that recommendations are accurate. However, good recommendation systems also need to recommend novel and diverse items. Also, our recommendation system needs to be able to recommend items from the entire product set to prevent bias towards a specific product selection. We measure this in terms of diversity and coverage.
We first define a recommendation matrix $R$ as described in equation 27.

\[
R = \begin{pmatrix}
r_{11} & \cdots & r_{1N} \\
\vdots & \ddots & \vdots \\
r_{M1} & \cdots & r_{MN}
\end{pmatrix}
\]  
\[(27a)\]

\[
= \begin{pmatrix}
RC_1 & \cdots & RC_N
\end{pmatrix}
\]  
\[(27b)\]

Recommendation matrix $R$ and alternatively our column vector $RC_j$ indicates if product $j$ is recommended for store $i$, i.e. $r_{ij} = 1$ for a recommended item and $r_{ij} = 0$ for an item that is not recommended. Note that this matrix changes with the number of products that are recommended for a specific store, e.g. $R$ is different for top-3 compared to top-10 recommended products.

Coverage indicates the portion of recommended products over all stores $M$ concerning the total set of products $N$. In practice, this indicates what portion of the total product set the model is able to recommend. Therefore, high coverage is generally preferred. Following the definition in [66], we now define coverage as described in equation 28.

\[
\text{coverage} = \frac{\sum_{j=1}^{N} \max(RC_j)}{N}
\]  
\[(28)\]

Note that products that are already sold in all stores cannot be recommended by the model. This means that our coverage cannot reach a value of 1.

Diversity indicates the dissimilarity between different sets of recommended items, i.e. the difference between $R_0$ and $R_1$, averaged over all sets of recommended items [38]. High diversity indicates that recommendations are customized to the characteristics of a store. This is generally preferred because we want to recommend items tailored to the needs of customers across different regions. We use the Jaccard distance to measure the dissimilarity between two sets of recommended items as described in equation 29 [5], for example store $i = 0$ and $i = 1$ respectively.

\[
\text{jaccard}(R_0, R_1) = 1 - \frac{|R_0 \cap R_1|}{|R_0 \cup R_1|}
\]  
\[(29)\]

This results in a Jaccard dissimilarity matrix $J$ of size $M \times M$, that contains every pairwise Jaccard dissimilarity $j_{ij}$ for every store $i$ as defined in equation 30.

\[
J = \begin{pmatrix}
j_{11} & \cdots & j_{1M} \\
\vdots & \ddots & \vdots \\
j_{M1} & \cdots & j_{MM}
\end{pmatrix}
\]  
\[(30)\]

We now define the diversity of our recommendation model as the average between all pairwise Jaccard dissimilarities, ignoring pairs of the same store, i.e. store $i \neq$ store $j$. Also following the definition in [66], this is defined in equation 31.

\[
\text{diversity} = \frac{\sum_{i\neq j}^{M} \sum_{j\neq i}^{M} j_{ij}}{M^2 - M}
\]  
\[(31)\]
4 Data

In this section, we discuss the data and data characteristics in detail. We describe our pre-processing steps and feature engineering steps for our data to be usable in our prediction models. Finally, we describe what aggregation levels we use on the product set concerning our planogram compliance model.

Our initial data set contains all anonymized sales data (in euros) of products in a specific product segment over a period of 57 weeks in 2020/2021, collected from all stores of a large FMCG retailer in the Netherlands. This results in a total of 1839 products and 886 stores. We have extensive data available about each individual product. This enables us to aggregate on different product characteristics, for example brand, product subcategory, and packtype. Finally, we have geographical data available of all stores in terms of longitude, latitude, and zipcode, which we use to determine product preferences and differences in market shares on a regional level.

4.1 Pre-processing

A relatively small portion of our product set is responsible for 99% of the total sales volume. The majority of products are typically sold in small quantities and a limited number of stores. This can be observed in figure 2 and 3. We decide to only include the product set that is responsible for 99% of total sales volume because this is the most interesting set concerning potential sales uplift. This results in a set of 631 products, which we use for further analysis.

Figure 2: Cumulative product attribution to total sales volume
In figure 3, we observe that most products are sold in a small number of stores. Removing the set of products responsible for approximately 1% of total sales volume, this affects specifically these type of products. This can be observed in figure 4.

A few products show unrealistically high sales volumes in particular weeks in some stores. We consider the sales of a specific product in a particular week an outlier if $S_{wi} > \mu(S_w) + 3 \cdot \sigma(S_w)$, where $S_{wi}$ indicates the sales volume of a product in store $i$ in a particular week $w$ and vector $S_w$ indicates the sales volumes of that product in all stores in the same week $w$. After detecting these outliers, we impute the sales volume of an outlier with the median of the sales volume in that week. We do this because removal of the outlier will result in the misleading observation that the product is not sold at all in store $i$, which is not realistic.

### 4.2 Descriptive statistics

To gain further insights into the data, we provide various descriptive statistics and visualizations. After pre-processing, our data set contains 84 unique brands, 4 product categories, and 6 different packtypes. Each product represents a unique combination of these brands, categories, and packtypes. Due to the
4.2.1 Brand co-occurrence

Especially for our recommendation model, it is useful to gain insights into brands offered together in a specific assortment. For example, the presence or absence of a specific brand can influence the sales volumes of other brands. We create the brand co-occurrence matrix following our assortment definition in equation 9 as shown in figure 5.

All brands are sorted based on their contribution to the total sales volume, i.e. brand 1 is the largest and brand 86 the smallest in our set of brands. We observe that large brands are frequently offered in stores and offered together with other large brands. On the other hand, we also observe that smaller brands are not offered in a majority of assortments and also not offered together with other small brands. For
our recommendations, this can be a point of interest, because adding these brands to assortments might potentially result in large sales volumes in stores where the brand is not offered yet.

4.2.2 Market share distribution of brands

Nowadays, customers have a tendency to buy local products. As a result, brand preferences for a specific product category may differ highly across regions. To illustrate this, we show the geographical market share distribution of 4 different brands in our product set that show large regional market share differences. This distribution is depicted in figure 6.

The market share distributions are depicted on a regional (PC2) zipcode level. It can be observed that the market shares for this subset of brands in our product set differ highly between different regions in the Netherlands. Here we assume that market shares implicitly represent brand preference in a specific region. This product characteristic strengthens our earlier statement that brand preference differs highly across different regions.
4.2.3 Store distribution

The retailer considered has 886 stores across the Netherlands. These stores are distributed over the country as depicted in figure 7.

In figure 7, we distinguish between rural areas (low store density) and urban areas (high store density). This can influence our store clusters, wherein low store density areas clusters could have a larger spread over the region and vice versa. For customers, this spread can have effects on, for example, the willingness to visit an alternative store because it is easier for customers to go to other stores when these are within close proximity.

4.3 Feature engineering

For both our planogram compliance and product recommendation models, we consider different store features to differentiate between stores. Although our research focuses on one specific product segment within one specific retailer, we want our solution to be generic and applicable to different types of product segments and retailers. This means that we are restricted not to use product segment-specific or retailer-specific features. We include 4 different store features as an addition to our assortment and market share information, as shown in table 1.
Feature | Additional information
--- | ---
#SKU | Number of unique stock keeping units in store
Total sales volume | Total sales volume of all products sold in specified time frame
Longitude | X-coordinate (WGS coordinate system)
Latitude | Y-coordinate (WGS coordinate system)

Table 1: Store features

#SKU refers to the number of unique stock-keeping units sold in a specific store. This implicitly gives information about the size of the shelf space made available for this product segment. Total sales volume indicates the quantity of sales of the entire product segment within a specific time frame, which ranges from a few weeks (e.g. planogram compliance model) up to multiple months (e.g. recommendation model). We assume that the total sales volume is an implicit indicator for store size. Finally, we include both longitude and latitude as two distinct store features, represented with the World Geodetic System (WGS). This gives us detailed spatial information about the geographic location of each store and the density of stores in a specific region.

### 4.4 Aggregation levels

The available product data gives us detailed information about each product within the product segment. For our market share prediction model, brand, product subcategory, and packtype are examples of product characteristics that we can aggregate our product set on. Also, we experiment with aggregation on different time frame lengths. The time and product category aggregation levels are shown in table 2.

<table>
<thead>
<tr>
<th>Product aggregation</th>
<th>Time frame</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brand</td>
<td>4 weeks</td>
</tr>
<tr>
<td>Brand, category</td>
<td>4 weeks</td>
</tr>
<tr>
<td>Brand, packtype</td>
<td>4 weeks</td>
</tr>
<tr>
<td>Brand, category, packtype</td>
<td>4 weeks</td>
</tr>
<tr>
<td>Brand</td>
<td>8 weeks</td>
</tr>
<tr>
<td>Brand, category</td>
<td>8 weeks</td>
</tr>
<tr>
<td>Brand, packtype</td>
<td>8 weeks</td>
</tr>
<tr>
<td>Brand, category, packtype</td>
<td>8 weeks</td>
</tr>
</tbody>
</table>

Table 2: Product and time frame aggregation levels

Note that we always include product brand in our aggregation. We do this because in practice the product brand is the most interesting factor for both retailers and manufacturers since this enables them to distinguish between their own products and products of competitors.

For recommendations, we do not aggregate on these product features and time frames, since it is more useful for a retailer to have individual products recommended instead of product groups, considering seasonal time frames of 6 months (e.g. summer and winter) instead of aggregation on 4 or 8 weeks to prevent recommending products that are based on temporal customer preferences.
5 Results

In this section, we present the results of both our planogram compliance and suboptimal assortment experiments after implementing our methodology as described in section 3. First, we present our quantitative results. For planogram compliance, these include the percentage of underperforming products, prediction performance, and the mean number of neighbors used in our clusters. For suboptimal assortments, this includes the prediction performance, coverage, and diversity. Also, we show visually what store clusters are used for the prediction of market shares and recommendations. Due to the anonymization of our data set, we do not provide detailed qualitative insights about for example our recommendations.

5.1 Planogram compliance

For our planogram compliance model, our goal is to develop a model that determines the rate of underperformance in a particular store, where we use the notion of store similarity to determine the expected market shares. First, we show that our model is able to predict market shares accurately in terms of our custom prediction performance measure. Secondly, we show the relation between our cluster size and the size of our prediction interval. Subsequently, we zoom in on the underperformance rates across all stores. We visualize what features contribute the most to the prediction of our expected market shares. Finally, we present a visual representation of our clusters for a subset of stores.

5.1.1 Prediction performance and neighbor pruning

For our identification of underperforming products, we experiment with different product aggregation levels and time frames as described previously in table 2. We report our prediction performance in terms of ACE, mean number of neighbors used in a cluster, and the average percentage of underperforming products. For all metrics, we also report a confidence interval. The results of these experiments are shown in table 3.

<table>
<thead>
<tr>
<th>Product aggregation</th>
<th>Time frame</th>
<th>ACE</th>
<th>#Neighbors</th>
<th>Underperformance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brand</td>
<td>4 weeks</td>
<td>0.232 ± 0.004</td>
<td>8.90 ± 0.11</td>
<td>0.84 ± 0.09</td>
</tr>
<tr>
<td>Brand, category</td>
<td>4 weeks</td>
<td>0.252 ± 0.004</td>
<td>8.32 ± 0.13</td>
<td>0.85 ± 0.09</td>
</tr>
<tr>
<td>Brand, packtype</td>
<td>4 weeks</td>
<td>0.275 ± 0.004</td>
<td>7.00 ± 0.16</td>
<td>0.99 ± 0.09</td>
</tr>
<tr>
<td>Brand, category, packtype</td>
<td>4 weeks</td>
<td>0.280 ± 0.004</td>
<td>6.28 ± 0.17</td>
<td>1.13 ± 0.09</td>
</tr>
<tr>
<td>Brand</td>
<td>8 weeks</td>
<td>0.219 ± 0.004</td>
<td>9.19 ± 0.09</td>
<td>0.90 ± 0.11</td>
</tr>
<tr>
<td>Brand, category</td>
<td>8 weeks</td>
<td>0.240 ± 0.004</td>
<td>8.71 ± 0.12</td>
<td>0.92 ± 0.10</td>
</tr>
<tr>
<td>Brand, packtype</td>
<td>8 weeks</td>
<td>0.261 ± 0.004</td>
<td>7.51 ± 0.15</td>
<td>0.99 ± 0.09</td>
</tr>
<tr>
<td>Brand, category, packtype</td>
<td>8 weeks</td>
<td>0.278 ± 0.004</td>
<td>6.93 ± 0.17</td>
<td>1.07 ± 0.09</td>
</tr>
</tbody>
</table>

Table 3: ACE, number of neighbors and percentage of underperforming product categories including a confidence interval for each aggregation level

We observe that our model on the brand aggregation level with a time frame of 8 weeks yields the best performance (low ACE), but has the lowest specificity concerning product category. However, because we want to determine product performance on the most specific product aggregation level possible, we opt to discuss our results on the most detailed aggregation level. Therefore, we discuss only the brand, category, packtype aggregation level on 8 weeks for the remainder of this section and report our figures based on this aggregation level and time frame. We select 8 weeks because this time frame yields a better
prediction performance when compared to 4 weeks.

As mentioned in section 2.1.3, we need to find the optimal balance between the neighbor rejection rates and model performance, which varies with our pruning threshold $\theta_{AE}$. We set $\theta_{AE}$ for neighbor pruning equal to 0.5, to ensure that we maintain high model performance without extreme rejection rates. Also, we only include stores in our results that have a minimum cluster size of 2. This is the minimum number of data points needed to accurately define a prediction interval, although this prediction interval can be large for small cluster sizes. We observe the average size of the prediction interval in relation to the cluster size in figure 8.

![Figure 8: Size of prediction interval in relation to cluster size](image)

For each number of neighbors, the group mean is shown in red. We observe that our mean interval size increases when the cluster size decreases. For small cluster sizes, e.g. cluster sizes of 2 or 3, we see a considerable increase in the average interval size due to higher uncertainty. The selected value for $\theta_{AE}$ results in the number of neighbors being rejected as presented in table 4.

<table>
<thead>
<tr>
<th>Product aggregation</th>
<th>Time frame</th>
<th>Rejections</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brand</td>
<td>4 weeks</td>
<td>5</td>
</tr>
<tr>
<td>Brand, category</td>
<td>4 weeks</td>
<td>13</td>
</tr>
<tr>
<td>Brand, packtype</td>
<td>4 weeks</td>
<td>57</td>
</tr>
<tr>
<td>Brand, category, packtype</td>
<td>4 weeks</td>
<td>99</td>
</tr>
<tr>
<td>Brand</td>
<td>8 weeks</td>
<td>5</td>
</tr>
<tr>
<td>Brand, category</td>
<td>8 weeks</td>
<td>10</td>
</tr>
<tr>
<td>Brand, packtype</td>
<td>8 weeks</td>
<td>40</td>
</tr>
<tr>
<td>Brand, category, packtype</td>
<td>8 weeks</td>
<td>58</td>
</tr>
</tbody>
</table>

Table 4: Number of rejected neighbors

These rejected stores have a cluster size smaller than 2. Therefore we consider the similarity between this store and other stores too low to draw conclusions about product performance. For the remaining stores, the $ACE_i$ is distributed as shown in figure 9.
We observe that there are large differences in prediction performance across different stores. For some stores (high performance) the expected market shares correspond with the actual market shares. For stores with low prediction performance, the expected market shares deviate strongly from the actual market shares. This could relate to an underperforming model, but can also indicate product underperformance, which is our hypothesis. In figure 10 we zoom in on 2 stores specifically, where the first store has the highest prediction performance and the second one the lowest respectively.

We see from figure 10 that in store number 8714 our model is able to predict market shares accurately, whereas in store 8674 there is a large deviation between expected and actual market shares for some products. Also, these example stores illustrate that a store with a low prediction performance is likely to base its prediction on small neighborhood sizes and vice versa. As we concluded before, the lower the number of neighbors, the larger the prediction interval.

### 5.1.2 Underperformance rate

In our research, we are specifically interested in the rate of underperformance. We expect the rate of underperformance to be low in most stores since they comply to a reasonable extent with their planograms. This can also be illustrated by our average underperformance rates in table 3 which
generally equal approximately 1%. However, this average can be misleading, since a small number of stores can have high rates of underperformance without causing large differences in our average underperformance rate due to the high number of stores. Therefore, we show a more detailed visualization of underperformance in figure 11 which shows the underlying distribution of our underperformance rates.

![Figure 11: Underperformance rates for individual stores](image)

In figure 11 we observe that most stores have low rates of underperformance (0-2%). However, a small number of stores have high underperformance rates, with a maximum rate of approximately 10%. These stores are particularly interesting, since we observe high underperformance rates for these stores, even though the store was not rejected by our model.

Low model performance can be attributed to an incorrect model or to planogram non-compliance. Our prediction interval should disentangle these two cases, at least to a certain extent. To illustrate that the rate of underperformance grows with the ACE of a store, given that we compensate for uncertainty, we observe the relation between the ACE of a store and the rate of underperformance in figure 12.

![Figure 12: ACE in relation to underperformance rate](image)

Figure 12 shows that there is a strong positive relationship between the rate of underperformance and the cluster error, i.e. underperformance rates generally increase when the ACE also increases. It is remarkable that even for large cluster errors, we still observe that products are underperforming because we see in figure 8 that prediction intervals for small clusters are usually large. This means that products are likely to show highly deviant sales patterns in these stores.
5.1.3 Feature importance

As described in section 3.2.3, we determine market share predictions using a Random Forest feature weighting approach. The average relative importance of the top 15 features that contribute the most to our dependent variable is shown in figure 13.

![Average relative feature importance determined using Random Forest](image)

We observe from figure 13 that our geographical features longitude (x_coordinate_WGS) and latitude (y_coordinate_WGS) contribute the most to our dependent variable. Additionally, total sales volume and #SKU do also contribute considerably to our dependent variable. The other features are binary variables that indicate whether a product category is present or absent in a specific assortment. We see that for some product categories, the absence or presence of a specific product contributes highly to the prediction of market shares, whereas other product categories do not contribute at all to these predictions. We discuss this in detail in section 6.1.

5.1.4 Cluster quality

Besides our quantitative results, we also discuss the quality of our clusters. To do so, in figure 14 we zoom in on 2 example stores in both rural and urban areas and different cluster sizes. Note again that for our planogram compliance models, we cluster our stores on the assortment selection (binary), total sales volume, number of stock-keeping units, and the geographical location. These are weighted as depicted in figure 13.
We observe that these store clusters are formed with stores within close geographical proximity. This corresponds with our findings in figure 13, where we see that both longitude and latitude are of high importance. This figure also indicates that geographical location is important for product differentiation. Note however that clusters are not necessarily formed from the closest stores only, since we also include a set of non-geographical features. Again, we discuss further how to interpret these results in section 6.1.

5.2 Sub-optimal assortments

In this section, we describe our recommendation system for the recommendation of new products in a specific store. First, we describe the results of our seasonality analysis to determine the time window of our product aggregation. Secondly, we show the distribution of our weights between market share similarity and store similarity after our weight search. Thirdly, we describe our model quality both concerning prediction performance as well as coverage and diversity. Finally, we visualize the clustering of stores.

5.2.1 Seasonality

From our seasonality analysis, we find that 64.3% of the products in our product set shows significant seasonal differences between winter and summer periods ($\alpha = 0.01$). This means that the market shares of a majority of the products significantly differ between winter and summer. Therefore, we focus our recommendation model on either the winter or summer assortment instead of an entire year to ensure that our recommendations are tailored to a specific season. More specifically, we use our summer assortment for weight selection and our winter assortment for validation.

5.2.2 Weight selection

For our collaborative filtering model, we use a combined similarity matrix composed of a store similarity matrix and a market share similarity matrix. We weigh this combined matrix for each store individually by applying a grid search for weight optimization. This results in the distribution of weight pairs $W_{MS}$ and $W_S$ as depicted in figure 15.
Note that the distributions are symmetrical to each other because we restrict our weight pairs to sum to 1. We observe that for most stores the market shares are of higher importance than our store features as described in table 1. However, store features are still considered to be the most important for a considerable number of stores.

5.2.3 Prediction performance

For our recommendation model, we first determine whether our recommendation model is accurate. We measure this using $ACE$ as defined in equation 19. We use the summer assortment to determine our weights for each store. Because the weights are different for each individual store, we cannot use the summer assortment for validation. Therefore, we use the winter assortment for validation using the weights from our summer assortment acquired during our weight search. Here we assume that the weight distribution of $W_{MS}$ and $W_S$ between both seasons is similar for each store. Again, we use LOO-CV to ensure that all stores are included during clustering, except for the target store. This results in an average $ACE$ of $0.318 \pm 0.004$. For each store $i$, our $ACE_i$ is also shown visually in figure 16.

Figure 16: $ACE$ of recommendation model per store
Again, we see that the model has a low prediction performance for a small number of stores, but a high prediction performance for a majority of stores. We maximized the prediction performance of our model using our weight search. Note as well that our prediction performance is lower than that of our planogram compliance model due to the absence of neighbor pruning.

5.2.4 Coverage and diversity

For all stores and sizes of recommendation sets, we report the coverage and diversity. We experiment with different sizes of recommendation sets. i.e. top 3, top 5, and top 10 recommendations for each store respectively. For these recommendation set sizes, the results are shown in table 5.

<table>
<thead>
<tr>
<th></th>
<th>Coverage</th>
<th>Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top 3</td>
<td>0.304</td>
<td>0.937</td>
</tr>
<tr>
<td>Top 5</td>
<td>0.394</td>
<td>0.935</td>
</tr>
<tr>
<td>Top 10</td>
<td>0.543</td>
<td>0.927</td>
</tr>
</tbody>
</table>

Table 5: Coverage and diversity of recommendations

Our coverage score increases when using larger sets of recommendations. This is expected since the probability of wider recommendations grows with the size of the recommendation sets. Also, we observe a decreasing diversity score. This is expected as well because a larger recommendation set has a higher probability of overlapping with other recommendation sets.

5.2.5 Cluster quality

Similar to our planogram compliance model, we see our store clustering visually as shown in figure 17. We show an example clustering of a store with a large market share similarity weight and on the other hand a clustering of a store with a large store similarity weight.

![Cluster example](image)

(a) Store 8786 ($W_{MS} = 0.9, W_S = 0.1$)  
(b) Store 8533 ($W_{MS} = 0.1, W_S = 0.9$)

Figure 17: Clusters of stores using different optimal weight pairs

In figure 17a, geographical location, which is a large component of store similarity, is only explicitly taken into account to a small extent ($W_S = 0.1$). Nevertheless, we see that the cluster of this store
includes primarily stores that are within close proximity. This indicates that market share distributions implicitly contain geographic information. In figure 17b, we can still observe an even stronger geographical clustering. This is expected, since for large values of \( W_s \), geographical information is explicitly taken into account to a large extent.
6 Discussion

In this section, we discuss our results both on planogram compliance and suboptimal assortments in detail. Subsequently, we describe the limitations of our research and the possible entry points for future work.

6.1 Interpretation of results

The objective of this paper is twofold. On the one hand, we predict expected market shares for products that are present in the assortment of a specific store. Subsequently, we determine the rate of underperformance from the differences between the actual and expected market shares. On the other hand, we develop a recommendation model that can recommend novel products that are not offered in an assortment yet but may potentially sell well in that store. In our research, we address these objectives from the perspective of store similarity.

6.1.1 Planogram compliance

For our planogram compliance model to predict underperformance in a specific store, we experiment with different aggregation levels. First, we observe that longer time frames of 8 weeks result in a higher prediction performance compared to short time frames of 4 weeks. This may be attributed due to the fact that an average sales pattern over 8 weeks is less prone to weekly product sales outliers (less noisy) than aggregation over 4 weeks. We achieved the highest prediction performance on our brand aggregation level. However, from a retailer and manufacturer perspective, it is more useful to draw conclusions on the aggregation level that is as specific as possible. Therefore, we focused on the brand, category, packtype aggregation level over 8 weeks.

Zooming in on the prediction performance on the brand, category, packtype aggregation level, we see that the model is able to predict market shares accurately for some of our stores, for example as shown in figure 10a. On the other hand, our model predictions can also be deviant from our actual market shares as depicted in figure 10b. Note that products with large market shares drive our model performance to a greater extent than products with a low market share. This is desirable since these products have the largest uplift potential when complying accurately with the planogram. From a high model performance, we conclude that a store complies well with the planogram or at least complies with the planogram similarly to its store cluster. However, we cannot draw this conclusion for stores that achieve a low prediction performance. This is because we cannot determine whether this prediction performance is low due to incorrect planogram compliance or due to model inaccuracies. However, the latter is not likely since our model is able to predict market shares accurately for a subset of our stores. To address this issue, we introduced a prediction interval that grows with a decreasing number of neighbors and prediction performance. This is preferred since we want our margin of error to become larger when dealing with larger amounts of uncertainty. Using this method, we are able to determine underperformance even for stores where market share predictions are uncertain due to small cluster sizes. From figure 8, we observe that our average prediction interval grows with a decreasing number of neighbors. Also, we see from figure 12 that our underperformance rate increases when the cluster error increases. Combining these observations, we conclude that on average the underperformance rate increases when the model performance decreases. Zooming in on the underperformance rates, we observe that our average underperformance rate is approximately 1%. However, for a small subset of stores, we see considerably higher rates of underperformance up to almost 10% of our product category set. These stores are particularly interesting since these rates of underperformance are a strong indication for planogram non-compliance.
In our planogram compliance model, we weigh our feature set to ensure that relevant features are contributing more to the neighborhood search than irrelevant features. We include binary product category features that indicate whether a product category is absent or present in an assortment. Also, we included store-specific features as described in table 1. From our Random Forest weighting, we conclude that geographical location in terms of longitude and latitude is the most important feature for predicting market shares. This observation is in line with the strong regional differences that we observe for different popular brands in figure 6. Other store-specific features such as total sales volume and number of stock keeping units also contribute to the prediction of expected market shares, but to a lesser extent. Focusing on the binary assortment features, we observe high differences in feature importances. For this group of features, we see that in general large brands have low feature importances and smaller brands high feature importances. This can be attributed due to the fact that the presence of large brands does not differentiate stores from each other, because these brands are offered in almost every store. Smaller brands however are not always offered nationwide, but only in certain regions or even specific stores. Note that we determine the feature weight set for each store individually. This might induce some degree of model overfit for each store. However, assigned weights between each individual store only slightly deviate from the average feature weights as shown in figure 13.

Evaluating our cluster quality from figure 14, we observe well-formed clusters geographically, although geographic features were not the only features contributing to the store cluster. However, if we compare these clusters with the store distribution in figure 7 we see that a store is not necessarily clustered with its closest stores. This is desirable since we define closeness not only in terms of geographical distance but also in terms of assortment, total sales volume and the number of unique products. Also, we observe that store clusters differ in size due to our neighbor pruning criterion. Note that we need to find a good balance between the store rejection rate and the cluster error. For aggregation on a brand aggregation level, we observe low store rejection rates. However, on the more specific brand, category, packtype aggregation level, we observe relatively high rejection rates. On this level almost 100 stores of a total of 886 stores get rejected for small time frames, i.e. have a cluster size smaller than 2. Although this improves the market share prediction for the non-rejected stores, the rejection rate would be lower when we use a more lenient pruning threshold. We conclude that the store rejection rate and cluster error is well-balanced for low aggregation levels, but could be improved for high aggregation levels.

6.1.2 Sub-optimal assortments

Our recommendation system aims to recommend products that are not offered in a store yet but have the potential to sell well in that store based on their market shares in the store cluster. For our recommendation system to be accurate, we predict market shares of products that are already offered in the assortment with high prediction performance. In general, we observe a lower prediction performance when compared to our planogram compliance model. This can be attributed to the absence of neighbor pruning. However, unlike our planogram compliance model, this has the advantage that no stores are excluded, so we can recommend products for all stores in our data set.

We observe that the majority of products show significant differences between the winter and summer seasons. This results in aggregation on a specific season instead of an entire year. Aggregating on one season ensures that we do not recommend seasonal products in the wrong season. For example, we want to prevent recommending mulled wine in summer, since people only consume this product in winter periods.
In our product recommendation system, we use a weighted combination between market share similarity and store similarity. This combination is weighted individually for each store. Weighting this combination based on our summer assortment shows that market share similarity is the most important component to achieve high prediction performance. However, for a considerable number of stores, the store similarity component is found to be the most important. In an ideal situation, we want the market share similarity component to be completely independent of our store similarity component. However, we have seen before that regional preferences of certain products are prominent. Therefore, geographical location and market share distribution are strongly interrelated. This can also be illustrated by figure 17, where we observe a strong geographical store clustering even for low store similarity weights.

Evaluating our recommendation system in terms of coverage, we observe that our coverage score increases with the size of the recommendation set, where we use recommendations sets of sizes 3, 5, and 10 respectively. This is desirable since we expect our total recommendation set to grow with the number of recommended items per store. We do not reach the maximum theoretical coverage value of 1. This can be attributed to the fact that a reasonable portion of the product set is already offered in most stores, which by definition excludes these products from the recommendation set. Also, we only recommend products that potentially sell well. A large portion of products has a relatively low market share in most stores, which makes it unlikely that these products will end in a top-$N$ recommended product set. We conclude that considering these issues, we are able to recommend a relatively large portion of our total product set.

For our diversity scores, we observe that the diversity decreases when the recommendation set increases. This is expected since the probability of overlapping recommendation sets increases when recommending larger sets of products. However, we observe that these diversity scores decrease to a small extent only. This indicates that our product recommendations are tailored to each individual store without a large overlap between recommended product sets. Since our average diversity score is high for all recommendation set sizes, we conclude that our recommendation system is able to recommend diverse items.

6.2 Limitations and future work

We propose a novel method to automatically detect underperformance and recommend products in a specific store. However, there has not been conducted much research in this field previously. Therefore, it is hard to compare the results of our experiments with other papers. Due to the absence of a baseline, especially on this data set, it is hard to quantify whether our model performs accurately. This can only be validated by physical in-store adaptations. Both for planogram compliance and product recommendations, this brings us to the most important limitation of our research; the absence of practical validation. In an ideal situation, we would validate our findings by in-store adaptations. After a longer period, one could measure what the influence of the adaptation had on the market share or sales volume of the respective product. Due to the anonymization of our data and time constraints, this is not a feasible option for our research. However, this paper can be a good entry point for a future study on this matter.

Another limitation of this paper is the fact that the data set is anonymized. A disadvantage of using anonymous data is that it is not possible to intuitively validate the outcomes of our research qualitatively. Especially for recommendations, an individual could observe quickly that for example recommending mulled wine in summer or ice cream in winter periods is not useful. However, simply recommending product IDs lacks this intuition.
Store restrictions are another aspect of our research that we do not focus on. We could for example recommend items to the assortment of a specific store, while this recommendation might not be usable in practice. This can be attributed to a variety of factors, for example due to limited shelf space, planogram restrictions by the retailer, or supplier contracts the retailer needs to adhere to. We do not have data available about these restrictions and therefore cannot include this information during model development.

Finally, we include a relatively small number of features in our feature set. As mentioned in section 4.3, we do not include product- or retailer-specific information. If our data would not have been anonymous, we could have included this information. Also, we could have included extensive demographic information about the population in a specific region, for example wealth levels or age distribution in a specific neighborhood. This could make it easier to discriminate stores and enhance cluster quality. For simplicity, we decide not to include this information. Again, this might be an interesting entry point for a future study.
7 Conclusion

In this paper, we propose and investigate methods to increase product sales volumes for stores within the FMCG industry. We focus on products that are present in a specific assortment, as well as products that are not yet present in an assortment. For products that are present in a specific assortment, we focus on planogram compliance and subsequently introduce a novel method to detect non-compliance automatically. For absent products, we develop a recommendation system that proposes new products for a specific assortment. Considering both problems, we use the notion that similar stores sell similar products.

Planogram compliance is the way retailers comply with their plan that describes how products are displayed in a retail location. This includes factors like correct merchandising, inventory levels, and the number of facings. Non-compliance generally results in lower sales volumes, which is undesirable. Cheap and scalable methods to automatically monitor planogram non-compliance do not exist. We propose a new method that detects non-compliance on a product category level where we compare the target store with a cluster of similar stores. This similarity is defined by the geographical location of the store but also by its sales volume, assortment selection, and the number of unique products offered. Using the KNN algorithm, we find high-quality clusters that enable us to accurately predict the expected market shares of a product category. These clusters are of different sizes because we prune neighbors that do not reach a minimum forecast accuracy level. This has the result that we reject some of our stores because we do not find neighboring stores that meet this minimum forecast accuracy threshold. Therefore, a careful selection of this neighbor pruning threshold is necessary to maintain a good balance between the store rejection rate and model performance.

Using our store clusters, we consider the differences between the actual and expected (predicted) market shares as an indication for non-compliance. However, smaller store cluster sizes increase the uncertainty with respect to our predicted market shares. Therefore, we introduce a prediction interval that grows with the level of uncertainty. This enables us to determine underperformance rates even for stores with high uncertainty. We conclude that most stores have a high model performance resulting in low rates of underperformance. On the other hand, for some stores, we observe low model performance with high rates of underperformance. These stores are particularly interesting because this indicates that a considerable rate of the product categories offered differ in sales from expectations, which could indicate planogram non-compliance.

In the second part of our research, we focus on sub-optimal assortments and develop a recommendation system that recommends products that may potentially sell well in the target store. To achieve this, we use a weighted combination of market share similarities and store feature similarities tailored to each store individually. We find that market share similarities are of the highest importance to optimize prediction performance. However, for a small number of stores, we observe that store feature similarities have a higher contribution to this weighted similarity. After using this weighted similarity to maximize the prediction performance, we determine the coverage and diversity for our recommendation sets. We observe that the recommendation system achieves high coverage, which indicates that our model is able to recommend a large portion of our product set. Also, we find high diversity values, which shows that our recommendations are at the same time diverse and tailored to the characteristics of each individual store.
To conclude, we propose a method based on store similarity that is able to detect missed opportunities accurately, both for products that are present and absent in the assortment of a target store, without human interference and at relatively low costs.
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