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Abstract

In this thesis, I present a domain-specific language for modeling straight-line assembly code, along with a plugin that extends Why3 with support for this language. This plugin contains its own VC generator that emits verification conditions that generally can be proven in less time and by more provers compared to what Why3 would generate for equivalent WhyML code. This VC generator differs among other things, in that, for each sub-goal, it automatically omits premises that do not appear useful. The language has an alternative to Why3’s \texttt{ref} references, which, unlike those references, supports aliasing and offsets while not increasing the verification time.

This thesis starts with a short introduction to Why3 and a list of shortcomings of using Why3’s WhyML language for modeling assembly code. I introduce the Asm3 language and the VC generator of the Asm3 plugin. I demonstrate how this plugin performs compared to plain Why3, using a short $16 \times 16$ multiplication AVR assembly routine as an example. Finally, I show what the effects of the Asm3 plugin’s VC generation optimizations are on the verification times and the number of goals each prover was able to verify, using a $64 \times 64$ Karatsuba multiplication routine as a benchmark.
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1 Introduction

Software verification is an important process with which we can help make sure that mission-critical code doesn’t crash or fail and make sure that cryptographical software doesn’t leak secrets. Unfortunately, this is often a complex, tedious, and time-intensive process.

Verifying properties of highly optimized assembly code can be especially tricky as routines can be hundreds to thousands of instructions long, contain steps that are interleaved with other steps, and contain tricks that are non-trivial to reason about. The number of instructions is not only larger than the number of statements in high-level programming languages, each instruction may have a large number of effects. For example, an instruction may update a register but also update 5 flags. In many cases, only a few of these effects are relevant for the result of a piece of code. For example, the next instruction may already overwrite all status flags set by the previous instruction, without using any of these flags to generate its output.

Marc Schoolderman and I have previously used the Why3 platform to formally verify a high-speed implementation of the Curve25519 key agreement scheme for 8-bit AVR microcontrollers [13]. While modeling the AVR instruction set in Why3’s WhyML language and translating the assembly code to WhyML using this model was generally straightforward, we hit several issues.

Among other things, the verification conditions (See page 10) Why3 discharged contained a lot of hypotheses that weren’t useful for the current proof goal. Another issue was that due to Why3’s strict aliasing requirements it wasn’t feasible to model registers with separate variables. This made it more complicated to specify which registers were modified by a section of code and also negatively impacted the verification of the generated goals. When comparing these verification conditions with hand-made verification conditions that did not suffer from these issues, the verification times of Why3’s verification conditions generally were higher and fewer provers were able to verify these verification conditions.

In this thesis, I will present a proof-of-concept plugin that allows for the generation of verification conditions that are generally both easier to read by users, and easier to prove for automated theorem provers. This plugin provides a way to automatically filter out hypotheses that are unlikely to positively contribute to the proof of the current goal. It also provides a means to model the value stored in objects such as registers separately while allowing aliasing and working with offsets of these objects.

2 Why3

Why3 [8] is a platform for deductive program verification. This platform features a language, WhyML, that is suitable for modeling the behavior of most programs while also allowing the user to formally specify the semantics of the code using annotations. Why3 automates the process of proving these properties as much as possible. Why3 generates proof obligations for the annotated programs and can encode these problems into the input of a wide range of automated theorem provers and interactive proof assistants. In many cases, SMT solvers such as Z3, CVC4, or Alt-Ergo or ATP systems such as E or Vampire can automatically verify that a property holds, while proof assistants (Isabelle/HOL, Coq, or PVS) can be used in cases where automated theorem provers fail.

2.1 WhyML

Why3 provides an ML-like language called WhyML. WhyML can be divided into a logical specification language part [2] and an ML-like programming language part. Similarly, the world of Why3 can be divided into a logic and a program part. The logic part contains mathematical constructs such as predicates, lemmas, and mathematical functions while the program part contains variables and program functions. The
function \( f (x : a) : b = X \) defines a logic function \( f \) of type \( b \) taking an argument of type \( a \). The definition of \( f \) is \( X \).

let \( f (x : a) : b S = X \) defines a program function \( f \) of type \( b \) taking an argument of type \( a \). \( S \) is the specification given for \( f \) while \( X \) is the body of this function.

val \( f (x : a) : b S \) axiomatically defines a program function \( f \) of type \( b \) taking an argument of type \( a \). Axiomatic here means that no implementation of this \( f \) is given. The specification \( S \) is used as an axiom to describe the behavior of \( f \).

\( m [x] \) this returns element of the map \( m \) stored at key \( x \). [] is the map-get operator.

\( m [x \leftarrow y] \) this returns a copy of \( m \) with the value stored at \( x \) replaced with \( y \). [<-] is the map-set operator.

Table 1: Important WhyML syntax descriptions

The coding part of WhyML isn’t constrained to just specifying program functions: lemmas and mathematical functions can be constructed with it as well, as long as the code is purely functional\(^1\). This can be useful as, for example, this allows defining a mathematical function and a program function at the same time. Another advantage is that it is sometimes easy to provide an algorithm to prove a lemma. An example of some WhyML code is given in listing 1. Table 1 describes the WhyML syntax essential to understanding the listings contained in this thesis.

Listing 1: Example of some simple definitions in WhyML

```whyml
module ExampleModule

(* Use module Int from standard library file int *)
use int.Int

use ref.Ref

(* functions can be defined in WhyML’s logic language *)
function xor (x y: bool) : bool = (x \lor y) \land \lnot (x \land y)

lemma double_xor_ident: forall x y. xor (xor x y) y = x

(* functions can be logic and program functions *)
(* fib is both a logic and a program function *)
let rec function fib (n: int) : int
  requires { n >= 0 }
  (* fib terminates because n always decreases 
     while remaining >= 0 *)
  variant { n }
  = if n = 0 then 0 else
    if n = 1 then 1 else
      fib (n-1) + fib (n-2)

(* iterative_fib is just a program function *)
let iterative_fib (n: int) : int
  requires { n >= 0 }
  ensures { result = fib n }
  = if n = 0 then 0 else
    let prev = ref 0 in
    let current = ref 1 in
    for i = 2 to n do
      let temp = current in
      current := prev + current
      prev := temp
    done

The code doesn’t modify or depend on any global state.
```

\(^1\)The code doesn’t modify or depend on any global state.
An example of how working with Why3’s IDE looks like is shown in figures 1 and 2. These figures give a glimpse into the process of writing WhyML code proving specifications of this code in Why3’s IDE.

### 2.2 Proving program properties

The formal specification of WhyML programs is provided by specifying preconditions (for what initial state is the behavior defined) and postconditions (what are the effects of the program; what does it do). Preconditions are given by \texttt{requires \{ \ldots \}} annotations while postconditions are given by \texttt{ensures \{ \ldots \}} annotations. Why3 will create a proof obligation each time a program function with preconditions is called to check that these preconditions are met. It uses the postconditions of each called function to encode the resulting state after executing this function. For each program function, Why3 will generate a single logic formula, a verification condition, that holds if and only if, given all preconditions are satisfied, the program function executes correctly and terminates in a state where all postconditions hold.
Figure 1: Interface of the Why3 IDE: Working with the WhyML code from listing 1

The right pane shows the WhyML code in the IDE’s editing tab, while the left pane shows the proof goals generated for this code. Currently a sub-goal of the proof goal generated for `iterative_fib` is selected. The IDE highlights the source of the sub-goal with yellow, while sections of code that are used to generate this goal are highlighted with green. Formulas of which the negation is used are highlighted red.
Figure 2: Interface of the Why3 IDE: Showing a sub-goal generated from the WhyML code in listing 1
2.2.1 Defining bytes in WhyML

To look at how we can prove the specification of a program function we will generate a verification condition for a simple function operating on bytes. If we want to model code working with bytes in WhyML, we would first need to model what a byte is. Listing 2 provides an example of a type \texttt{byte} along with a corresponding definition of addition. The infix function \texttt{+} in listing 2 defines addition in terms of integer addition (addition in \( \mathbb{Z} \)). This program function has \texttt{ensures} \{ \texttt{byte'\texttt{int} result = byte'\texttt{int} b1 + byte'\texttt{int} b2} \} as postcondition, which states that the integer projection of the output is equal to the sum of the integer projections of its input. This can only hold if the sum of the inputs would fit in a byte. This requirement is encoded in the precondition \texttt{requires} \{ \texttt{in_bounds (byte'\texttt{int} b1 + byte'\texttt{int} b2)} \}.

Listing 2: Modeling bytes in Why3’s WhyML language

```whyml
type byte = < range 0 255 >
(*
Currently very little is defined for type byte.
We just have the projection function byte'\texttt{int} which gives the
projection of a byte in \( \mathbb{Z} \) (\texttt{Why3 type int}).
We can use this to define operations on bytes.
*)
predicate in_bounds (n: int) = 0 <= n <= 255
(*
byte'\texttt{int} is only a logic function and not a program function,
so we cannot call it from a program function.
We can use it in the specification of a program function,
though.
*)
val to_int (n: byte) : int
  ensures { result = byte'\texttt{int} n }
val of_int (n: int) : byte
  requires is_in_bounds { in_bounds n }
  ensures { byte'\texttt{int} result = n }
(* Defining addition for bytes *)
let (+) (b1 b2: byte) : byte
  requires { in_bounds (byte'\texttt{int} b1 + byte'\texttt{int} b2) }
  ensures { byte'\texttt{int} result = byte'\texttt{int} b1 + byte'\texttt{int} b2 }
  = return of_int (to_int b1 + to_int b2)
```

We can let Why3 automatically insert \texttt{byte'\texttt{int}} when it encounters a \texttt{byte} where it expects an \texttt{int}. This can be accomplished by adding the following line below the definition of \texttt{byte}:

```
meta coercion function byte'\texttt{int}
```

As leaving out all applications of \texttt{byte'\texttt{int}} makes the specifications significantly easier to read we will no longer explicitly use it past this point.

2.2.2 Building a simple verification condition for double

Now we have this basic definition we can write some simple program functions operating on bytes and verify that their specification holds. Listing 3 contains a program

\footnote{\texttt{The keyword result} denotes the output of a program function.}
function double which returns a value that is twice as large as its input.

Listing 3: WhyML program function double

```whyml
let double (b: byte): byte
  requires result_fits { in_bounds (2 * b) }
  ensures { result = 2 * b }
  = b + b
```

We will now show how the specification of a program function such as `double` is proven in Why3. To verify that the specifications of programs are correct, Why3 generates Verification Conditions (VCs). VCs are logical formulas that are generated to help prove that the specifications of code are correct. A VC implies that given that the preconditions of a piece of code hold, the specification of its body is consistent and after execution the postconditions hold.

Why3 generates VCs using a standard weakest-precondition procedure [8]. The weakest precondition [6] of a statement $S$ with respect to a formula $Q$, is a formula encoding the most general initial state such that, when executing $S$

- Execution does not go wrong. (i.e. assertions do not fail and the preconditions of program functions called in $S$ are met.)
- Upon termination $Q$ holds.

This weakest precondition of a statement $S$ with respect to a formula $Q$ is given by $wp(S, Q)$. For straight-line WhyML code we can approximate the weakest precondition of a statement with the following two rules:

- $wp(S, Q) \approx \text{pre}_S \land (\text{post}_S \rightarrow Q)$: the preconditions $\text{pre}_S$ of statement $S$ hold and the postconditions $\text{post}_S$ imply that $Q$ holds.
- $wp(S_1; S_2, Q) = wp(S_1, wp(S_2, Q))$ gives the weakest precondition of the sequence $S_1; S_2$.

These rules only approximate the weakest precondition as they do not state how program variables are modeled. Section 2.2.3 provides some information on this topic.

We can apply these rules to generate a verification condition for `double`. For this program function we need to prove that the postcondition $\text{result} = 2 \times b$ holds given $\text{in\_bounds}(2 \times b)$. We haven’t defined how program variables such as $b$ and $\text{result}$ are used to build the weakest precondition. For now, we will replace these variables $[b]$ and $[[\text{result}]]$ which should be interpreted as representing the semantics of $b$ and $\text{result}$ respectively. As the body of `double` consists of the single statement $b + b$ we need to generate $\text{in\_bounds}(2 \times [b]) \rightarrow wp(b + b, [\text{result}]) = 2 \times [b]$. The statement $b + b$ has $\text{in\_bounds}(b + b)$ as precondition and $\text{result} = b + b$ as postcondition, meaning that we can approximate the weakest precondition of `double` with $\text{in\_bounds}(2 \times [b]) \rightarrow \text{in\_bounds}([b] + [b]) \land ([\text{result}] = [b] + [b] \rightarrow [[\text{result}]] = 2 \times [b])$.

Figure 3 shows the proof obligation Why3 generates for `double`. Observe that this closely matches the formula we generated previously. While almost any automatic theorem prover will be able to verify the goal formula of this VC, often it is necessary to verify a sub-goal (such as an assertion) individually. After introducing the bound variables and splitting the formula at the conjunction we are left with the more readable sub-goals shown in figures 4 and 5.
Figure 3: Verification condition containing all proof obligations generated for `double`. This image is a crop of a screenshot of the Why3 IDE window.

```plaintext
1 ------------------------------- Local Context -------------------------------
2
3 type byte = <range 0 255>
4
5 function byte\'int byte : int
6
7 constant byte\'maxInt : int = 255
8
9 constant byte\'minInt : int = 0
10
11 predicate in_bounds (n:int) = 0 <= n \land n <= 255
12
13 ------------------------------- Goal -------------------------------
14
15 goal double'vc :
16    forall b:byte.
17       in_bounds (2 * b) ->
18       (forall result:byte. result = (b + b) -> result = (2 * b))
```

Figure 4: First sub-goal of the VC of `double`: the precondition of `b + b`

```plaintext
1 ------------------------------- Local Context -------------------------------
2
3 type byte = <range 0 255>
4
5 function byte\'int byte : int
6
7 constant byte\'maxInt : int = 255
8
9 constant byte\'minInt : int = 0
10
11 predicate in_bounds (n:int) = 0 <= n \land n <= 255
12
13 constant b : byte
14
15 result_fits : in_bounds (2 * b)
16
17 ------------------------------- Goal -------------------------------
18
19 goal double'vc : in_bounds (b + b)
```
Figure 5: Second sub-goal of the VC of `double`: the postcondition of `double`
2.2.3 Mutable variables

So far, we have only shown code without mutable variables. WhyML is also suitable for modeling imperative code. We can, for example, easily model mutable variables by using Why3’s \texttt{ref} references. Why3 includes the \texttt{writes} annotation to specify which mutable variables will be modified and the \texttt{reads} annotation to specify whether the values initially stored in mutable variables are used by the code. In Why3 version 1.3, these annotations are often optional: Why3 will derive this information itself.

\texttt{quadruple_by_ref} in listing 4 gives an example of a program function working with mutable variables. It updates the value where \texttt{b} points to. Here \texttt{:=} denotes assignment and the \texttt{!} operator returns the value to which a reference points.

While the programming part of Why3 supports mutable variables, the logic part does not. Why3 solves this issue by modeling mutable variables by creating a new incarnation of a variable each time a program this variable is updated. For example the sequence \texttt{x := 0; x := 1; x := 2; assert \{!x > 1\}} can be encoded as \(\forall x_1, x_2, x_3 \in \mathbb{Z} . x_1 = 0 \land x_2 = 1 \land x_3 = 2 \rightarrow x_3 > 1\) where \(x_1\) represents the value stored in \(x\) after executing \(x := 0\), \(x_2\) represents the value after executing \(x := 1\), and \(x_3\) represents the value after executing \(x := 2\).

\begin{lstlisting}[language=WhyML]
use ref

let quadruple_by_ref (b: ref byte) : unit
  requires result_fits { in_bounds (4 * !b) }
  ensures { !b = 4 * old !b }
  reads { b }
  writes { b }
  = b := !b + !b;
  b := !b + !b
\end{lstlisting}

The user can refer to previous values stored in a mutable variable or field by using the \texttt{at} and \texttt{old} keywords. The keyword \texttt{old} allows us to refer to the state prior to execution, while the keyword \texttt{at} can be used to refer to the state at a specific point during execution. When using \texttt{at}, a label is used to specify the specific state during execution. This label doesn’t affect the execution of the code, but simply allows us to assign a name to a specific moment during execution. Listing 5 provides a simple demonstration of how \texttt{at} can be used to refer to a previous state.

\begin{lstlisting}[language=WhyML]
... x := 0;
label L in y = ...;
...
x := !x + !y;
assert { !x = !y by ((!x = 0) at L) }
(* This is equivalent to (\{!x = 0\} at L) \land (\{!x = 0\} at L \rightarrow \{!x = !y\})*
\end{lstlisting}

Using the information from above, we can improve our previous approximation of the weakest precondition of straight-line WhyML code:

- \(wp(S, Q) = \text{prev}_S \land (\forall v_0 \cdots \forall v_n . \text{post}_S \rightarrow Q')\) where \(i_0\) through \(i_n\) are new incarnations of the program variables \(v_0\) through \(v_n\) modified by \(S\). \(Q'\) is \(Q\) with \(v_0\) through \(v_n\) replaced with these new incarnations, \textbf{unless} this variable appears under either \texttt{at} or \texttt{old}. For example: \(wp([a := !a + 1], [!a]_{ab} > [old !a]_{ab})\) (where \([1a]_{ab}\) is an unbound variable modeling \(!a\)) results in \(\forall a_{new} a_{new} =$
\[ ![al]_{\text{ub}} + 1 \rightarrow a_{\text{new}} > ![ol]d ![al]_{\text{ub}} \text{ given } post_S \text{ is defined as } a_{\text{new}} = ![al]_{\text{ub}} + 1 \text{ and } pre_S \text{ is defined as } true. \]

- \( wp(\text{label } L \in S, Q) = remove\_label(L, wp(S, Q)) \). Where remove\_label removes the given label from its second argument.

If \( wp(S, Q) = Q' \) and remove\_label(L, Q') = Q'' then Q'' is Q' with every sub-formula "X at L" is replaced with "X" in Q'. Unbound program variables appearing in X are now available to be replaced by incarnations generated by subsequent applications of the first rule.

- \( wp(S_1; S_2, Q) = wp(S_1, wp(S_2, Q)) \), this rule remains unchanged.

We can now apply these rules to generate the weakest precondition for quadruple\_by\_ref (here \([!b]_{ub} \) is an unbound variable modeling \(!b\)):

\[
wp(b := !b+!b; b := !b+!b, \ [!b]_{ub} = 4 \times \ [!ol d !b]_{ub}) = \\
wp(b := !b+!b, wp(b := !b+!b, \ [!b]_{ub} = 4 \times \ [!ol d !b]_{ub})) = \\
wp(b := !b+!b, \ in\_bounds([!b]_{ub} + \ [!b]_{ub}) \wedge \\
(\forall b_0 = !b [ub] + ![b]_{ub} \rightarrow b_0 = 4 \times \ [!ol d !b]_{ub}) = \\
in\_bounds([!b]_{ub} + ![b]_{ub}) \wedge (\forall b_1 = ![b]_{ub} + ![b]_{ub} \rightarrow \\
in\_bounds(b_1 + b_1) \wedge (\forall b_0 = b_1 + b_1 \rightarrow b_0 = 4 \times \ [!ol d !b]_{ub})
\]

We now need to bind the remaining unbound program variables and add the precondition:

\[
\forall b_2 \ in\_bounds(4 \times b_2) \rightarrow in\_bounds(b_2 + b_2) \wedge \\
(\forall b_1 = b_2 + b_2 \rightarrow in\_bounds(b_1 + b_1) \wedge (\forall b_0 = b_1 + b_1 \rightarrow b_0 = 4 \times b_2))
\]

When we look at the VC generated by Why3 itself, shown in figure 6, we can see that this VC is equivalent to the formula we just generated.

```
1  ---------------------------- Local Context ----------------------------
2  type byte = <range 0 255>
3  function byte\'int byte : int
4  constant byte\'maxInt : int = 255
5  constant byte\'minInt : int = 0
6  predicate in\_bounds (n:int) = 0 <= n /\ n <= 255
7  ---------------------------- Goal ----------------------------
8 15  goal quadruple\_by\_ref\'vc :
16    forall b:byte.
17    in\_bounds (4 * b) ->
18    in\_bounds (b + b) /
19    (forall o:byte.
20     o = (b + b) ->
21     (forall b1:byte.
22      b1 = o ->
23      in\_bounds (b1 + b1) /
24      (forall o1:byte.
25       o1 = (b1 + b1) -> (forall b2:byte. b2 = o1 -> b2 = (4 * b))))))
```

Figure 6: The VC generated for quadruple\_by\_ref by Why3
3 Modeling assembly code in Why3

This chapter describes some of the factors that make analyzing and verifying assembly code difficult. Section 3.2 describes techniques that have previously been used to combat these issues. Section 3.3 describes difficulties that remain even when these techniques are used.

3.1 What makes verifying assembly code difficult?

Assembly code has some properties that make it more difficult to analyze and verify than most code written in high level languages. In this thesis I will focus on two aspects that complicate the verification of assembly code: the prevalent occurrence of aliasing and the length of assembly routines.

3.1.1 Aliasing

One issue when verifying assembly code is that aliasing occurs often. To see why this would be an issue consider the program function add in listing 6. Why3 requires that aliasing of mutable arguments must be statically known and will thus not allow \texttt{rd} and \texttt{rr} to alias. One could annotate \texttt{add} with \texttt{alias \{rd with rr\}}, but in that case, \texttt{rd} and \texttt{rr} must alias.

Listing 6: WhyML program function which adds the value stored in two 8 bit registers and stores the lowest 8 bits of the result in the first register and the carry bit in flag cf.

```whyml
type reg = ref byte (* registers *)
val cf: ref bool (* carry flag *)

let add (rd rr: reg) : unit
  ensures {
    let result = old (!rd + !rr) in
    !rd = mod result 256 /
    !cf = not div result 256 = 0
  }
  writes { rd, cf }
= let result = to_int !rd + to_int !rr in
  rd := of_int (mod result 256);
  cf := not div result 256 = 0
```

It is, of course, possible to model functions in which arguments may alias. We could, for example, model such arguments as indices into a single mutable map\(^3\). \texttt{add} could then be modeled as shown in listing 7.

Aside from solving the aliasing issue this also allows us to work with offsets, which is desirable when working with registers and essential when modeling main memory. Otherwise, we would need to pass a reference for every byte that is read from or written to, which would not only be cumbersome but in many cases impossible\(^4\).

Modeling mutable objects such as registers using indices into a single mutable object has its disadvantages. All aliasing is allowed by default, meaning that the user must write preconditions to explicitly exclude all undesired aliasing cases. As long as the indices used are constants, the verification conditions Why3 generates are generally simple enough that most provers perform well. However, providing indices as arguments to the program function complicates these verification conditions to such a degree that provers perform much worse. In practice, this means that it takes more effort to verify functions that generalize a recurring step in an assembly routine for which the registers used vary. Another disadvantage is that tracking which values were

\(^3\)In Why3’s standard library the type map is defined as \texttt{type map 'a 'b = 'a -> 'b}

\(^4\)Example: a function that copies \(n\) bytes of memory, where \(n\) is passed as an argument.
Listing 7: Alternative implementation of add

```haskell
val regs : ref (map int byte) (* registers *)
val cf: ref bool (* carry flag *)

val reg_set (r : int) (b : byte) : unit
  ensures { !regs = !(old regs)[r <- b] }
  writes { regs }

let add (rd rr: int) : unit
  ensures {
    let result = !(old regs)[rd] + !(old regs)[rr] in
    (*implicit byte'int*) !regs[rd] = mod result 256 /
    !cf = not div result 256 = 0
  }
  ensures {
    !regs = !(old regs)[rd <- !regs[rd]]
  }
  writes { regs, cf }

= let result = to_int !regs[rd] + to_int !regs[rr] in
  reg_set rd (of_int (mod result 256));
  cf := not div result 256 = 0
```

modified becomes more expensive, both in the time needed to write specifications and verification times of these specifications. Why3 can automatically track what memory has been modified and what remained unchanged if simple ref objects are used to model memory. This is not the case when modeling a memory address space in a single object. In that case, the user will need to manually specify all writes in the ensures part of the specification. These postconditions result in extra premises for any subsequent goals, which has a cost.

3.1.2 Code length

Highly optimized assembly code often consists of a large number of instructions. Branching is often kept to a minimum as jumping is costly\(^5\) and having separate branches may leak information on the internal state (for example: through difference in timing or energy usage). The latter issue is of great concern if the code is handling sensitive data. Steps may also be interleaved to best make use of resources such as the available registers. For example, in one step some values may be produced which are needed for a subsequent step. It may be the case that, not enough registers are available to efficiently complete the current step while keeping these values untouched. Here, it could be better to execute a part of this next step and write the results to main memory. If these steps are performed sequentially then these values would have to be temporarily stored in main memory and retrieved in the subsequent step. Meanwhile, the results may still need to be stored in main memory. In this case, executing the steps sequentially would result in an extra store and load instructions having to be executed.

The minimal amount of branching combined with interleaved steps, and possibly other optimizations to best utilize the still available resources, can result in large intricate pieces of code that cannot neatly be divided into separate parts. This division would enable, or at least simplify, the separate analysis of the steps present in an assembly routine. It would allow for straightforward proof reuse if a continuous section of code reoccurs multiple times.

While instructions perform simple operations they can have a large number of

\(^5\)Jumping itself adds a bit of overhead, but the main issue is that, if the branch predictor doesn’t predict the right branch, the instruction pipeline has to be flushed.
effects\textsuperscript{6}, though this is highly dependent on the instruction set architecture (ISA). Take addition, in a language such as C the statement \texttt{a = a + b} will simply add the values of \texttt{a} and \texttt{b} together and store the result in \texttt{a}. In AVR assembly, the instruction \texttt{ADD R2, R3} not only adds the values stored in registers \texttt{R2} and \texttt{R3} together and stores the result in \texttt{R2}, but it will also update a number of flags. Specifically, it will update

- the carry flag (did the addition cause an overflow?)
- the zero flag (is the new value stored in \texttt{R2} all zeroes?)
- the negative flag (is the sign bit of \texttt{R2} now 1?)
- the two’s complement overflow indicator (does the most significant bit of the result differ from the inputs?)
- the sign flag
- the half carry flag (did the addition of the lowest 4 bits result in a carry?)

While some of these effects may influence the end result of the code it is unlikely that all of these effects have an impact.

The large number of instructions combined with potentially a large number of effects per instruction results in a large number of premises in the generated VCs. This can be an issue as provers tend to perform worse as the number of premises increases.

3.2 Previous techniques used when verifying assembly code with Why3

3.2.1 Abstract blocks

One intuitive step to deal with the amount of premises is to break the code up into smaller chunks. In WhyML it is possible to divide code into abstract blocks. Abstract blocks hide their contents from any subsequent code. Only the specification given by the user and the information on what memory is modified are exported. These abstract blocks allow us to summarize the relevant effects while discarding all irrelevant information. If necessary, abstract blocks can be nested. The advantage of using abstract blocks instead of dividing the code into multiple program functions is that the information from earlier parts of the code is still available (such as the preconditions at the start of the assembly routine and the effects of previous instructions and abstract blocks). If code is divided into multiple program functions this information would likely need to be explicitly restated as preconditions which would result in a larger number of annotations overall.

3.2.2 Ghost code

While dividing the code into blocks helps it is still desirable to keep these blocks as large as possible without having to provide additional annotations such as assertions. Here Why3’s concept of ghost code \textsuperscript{7} is quite useful. Ghost code is code for which Why3 guarantees that it cannot affect the outcome of normal code. This allows us to insert or extend code without the risk of affecting the behavior modeled by the code.

One of the things that ghost code enables is that we can pass values as ghost parameters. An example of a case where this is very helpful is in cases where a consecutive area of main memory is modified. This is often done by storing a pointer to the start of this area in one or multiple registers (depending on whether the pointer fits in a single register), followed by repeated writing to the memory the pointer refers

---

\textsuperscript{6}Here an effect means a modification of the system state. Some examples of effects are: setting the carry flag, loading a constant into a register or storing the contents of a register in main memory (RAM memory).
to and incrementing the pointer. Normally this might result in a list of postconditions like shown in listing 9.

Listing 8: A sequence of 16 ST Z+, r1 ‘Store Indirect From Register to Data Space using Index Z’ instructions modeled in WhyML.

\[
\begin{align*}
\text{label} & \text{ START in} \\
\text{st}_\text{inc} & \text{ r30 r1;} \\
\text{label} & \text{ L1 in} \\
\text{st}_\text{inc} & \text{ r30 r1;} \\
\text{label} & \text{ L2 in} \\
\text{st}_\text{inc} & \text{ r30 r1;} \\
\text{label} & \text{ L3 in} \\
\text{st}_\text{inc} & \text{ r30 r1;} \\
\text{...} \\
\text{label} & \text{ L15 in} \\
\text{st}_\text{inc} & \text{ r30 r1;} \\
\text{label} & \text{ L16 }
\end{align*}
\]

Listing 9: Example of what formulas would result from the code from listing 8. The \textit{at} keyword is used here to refer to the state of the main memory and registers at previous points of execution. Why3 itself will not generate formulas containing the \textit{at} keyword. Here it is used to relate the incarnations of \texttt{mem} to the original code.

\[
\begin{align*}
\text{(* pointer is stored in registers r30 and r31 *)} \\
\text{(* START and L1 through L16 are code labels (positions in the code) *)} \\
\text{mem at L1} &= \text{ (mem[(reg[r30] + 256 \ast \text{reg[r31]}]) <- reg[r1]) at START} \\
\text{ (reg[r30] + 256 \ast \text{reg[r31]}) at L1} &= \text{ (1 + reg[r30] + 256 \ast \text{reg[r31]}) at START} \\
\text{mem at L2} &= \text{ (mem[(reg[r30] + 256 \ast \text{reg[r31]}]) <- reg[r1]) at L1} \\
\text{ (reg[r30] + 256 \ast \text{reg[r31]}) at L2} &= \text{ (1 + reg[r30] + 256 \ast \text{reg[r31]}) at L1} \\
\text{mem at L3} &= \text{ (mem[(reg[r30] + 256 \ast \text{reg[r31]}]) <- reg[r1]) at L2} \\
\text{ (reg[r30] + 256 \ast \text{reg[r31]}) at L3} &= \text{ (1 + reg[r30] + 256 \ast \text{reg[r31]}) at L2} \\
\text{...} \\
\text{mem at L16} &= \text{ (mem[(reg[r30] + 256 \ast \text{reg[r31]}]) <- reg[r1]) at L15} \\
\text{ (reg[r30] + 256 \ast \text{reg[r31]}) at L16} &= \text{ (1 + reg[r30] + 256 \ast \text{reg[r31]}) at L15}
\end{align*}
\]

If we store the initial pointer value in a ghost variable we can use this variable to define the postconditions in terms of the initial pointer value. The postconditions now could look like what is shown in listing 11.

Listing 10: A sequence of 16 ST Z+, r1 instructions modeled in WhyML. Here the pointer stored in Z (registers r30 and r31 combined) is passed as a ghost argument to st_inc'.

\[
\begin{align*}
\text{label} & \text{ START in}
\text{let ghost} & \text{ ptr = uint 2 reg r30 in}
\text{st}_\text{inc'} & \text{ r30 r1 ptr;} \\
\text{label} & \text{ L1 in} \\
\text{st}_\text{inc'} & \text{ r30 r1 (ptr + 1);} \\
\text{label} & \text{ L2 in} \\
\text{st}_\text{inc'} & \text{ r30 r1 (ptr + 2);} \\
\text{label} & \text{ L3 in} \\
\text{st}_\text{inc'} & \text{ r30 r1 (ptr + 3);} \\
\text{...} \\
\text{label} & \text{ L15 in} \\
\text{st}_\text{inc'} & \text{ r30 r1 (ptr + 16);} \\
\text{label} & \text{ L16 }
\end{align*}
\]

Listing 11: Example of what formulas would result from the code from listing 10. These formulas are easier to work with than the formulas from listing 9 as the pointer values are expressed directly in terms of the original value. Previously we would need to work back through all previous versions of \texttt{reg} to see how this value has changed.
Another area where ghost code is quite useful is in using mutable ghost variables to help express what registers were modified. While we can not directly use separate variables to model the registers we can still use them to help express what register got updated in a block of code. By specifying that these ghost variables are synchronized with the modeled registers both before and after execution of a block of code while only updating the ghost variables corresponding to registers that were updated in this block, we can provide the provers with enough information on what registers have changed. An example of this technique in use can be seen in listing 12. While this notation isn’t more compact than specifying the same information without ghost registers (see listing 13) this technique seems to generally scale better.
use avrmodel.Shadow as S

let mul16 () : unit
(* The ghost registers in S.shadow are synchronized with reg. *)
(* The registers are modeled in reg, which is a mutable map *)
(* from integers to bytes. *)
requires { S.synchronized S.shadow reg }

(* uint is a function that returns the value stored in multiple *)
(* consecutive bytes interpreted as an unsigned integer *)
ensures { uint 4 reg 12 = old(uint 2 reg 2 * uint 2 reg 7) }

(* After execution the ghost registers are again synchronized with reg *)
ensures { S.synchronized S.shadow reg }
(* Implicit: writes {reg, S.r0, S.r1, S.r12, etc.} *)

= clr r23;
mul r3 r8;
movw r14 r0;
mul r2 r7;
movw r12 r0;
mul r2 r8;
add r13 r0;
adc r14 r1;
adc r15 r23;
mul r3 r7;
add r13 r0;
adc r14 r1;
adc r15 r23;

(* Update the shadow registers for which the register in reg was updated *)
S.modify_r0();
S.modify_r1();
S.modify_r12();
S.modify_r13();
S.modify_r14();
S.modify_r15();
S.modify_r23()

Listing 13: An alternative way of specifying which registers where modified in mul16.

ensures {
reg = (old reg)[r0 <- reg[r0]][r1 <- reg[r1]]
[r12 <- reg[r12]][r13 <- reg[r13]][r14 <- reg[r14]][r15 <- reg[r15]]
[r23 <- reg[r23]]
}
The assembly code modeled in listing 12 can be seen in listing 14. Observe that the WhyML code looks very much alike.

Listing 14: 16×16 bits multiplication implementation in AVR assembly

```
mul16:  CLR R23
        MUL R3, R8
        MOVW R14, R0
        MUL R2, R7
        MOVW R12, R0
        MUL R2, R8
        ADD R13, R0
        ADC R14, R1
        ADC R15, R23
        MUL R3, R7
        ADD R13, R0
        ADC R14, R1
        ADC R15, R23
```

3.2.3 Underspecification

Another measure that helps to keep the amount of premises in check is to only model those parts of the architecture that are relevant for the modeled code. Parts of the architecture that aren’t relevant for the instructions of the modeled code can be safely omitted. For example, when working with AVR code without branching it is safe to omit the zero flag as this part of the state is only used by branch (jump) instructions. Any effects that describe modifications on the modeled state can also be safely omitted, as long as the writes specification is complete (for any part X of the architecture model state it is fine to omit information on how an instruction modifies X, but not that it modifies X.). This is equivalent to removing premises in a logic formula: the new formula will only hold if the original formula did.

3.3 Issues with modeling assembly code in Why3

While an implementation of Curve25519 in AVR assembly modeled in WhyML [12, 13] has previously been verified, some difficulties were noticed during this effort.

3.3.1 Type system issues

One of the most noticeable issues is that we previously weren’t able to port our work from Why3 0.88 to Why3 1.2 within a reasonable time frame. Why3 1.0 changed how type invariants (constraints placed on the values instances of a type can take) are modeled in its SMT output, which had a dramatic effect on the performance of the provers. Proofs that previously finished within a fraction of a second now no longer succeeded within a minute or ran out of the set 2GB memory limit. While emulating the old behavior by manually modeling type invariants using pre- and postconditions did work, this resulted in at least one additional precondition for each instruction. This greatly increased clutter and would slow (re-)loading files with hundreds of instructions down to such a degree of being unusable. Using range types showed some promise, but it seemed that we still would not be able to match the performance of 0.88 in the number of instructions per annotation. Due to time constraints, we decided to stick with Why3 version 0.88 for [13].

3.3.2 Proof context pollution

The proof context contains all information available to prove the generated proof obligations. The proof context contains all previously defined lemmas and axioms, constants and types as well as the current premises. Examples of the (local) proof
context can be seen in figures 2 through 6: the proof context is the part between Local Context and Goal. Every annotation or instruction not inside the body of a previous abstract block adds information to the proof context. While this information often is essential, we only need information on the current state and how this relates to the initial state, not all information may be necessary to prove local properties. In section 3.2 some techniques were described to limit the number of premises present in the proof context, but these techniques are not always sufficient. Much of the information is relevant for some of the proof obligations, but not necessarily for the current goal. The proof context may contain so much noise that provers are no longer able to verify the current goal. If the proof context cannot be reduced any further without removing any information necessary to prove later goals it may be useful to model a block of code in a separate program function.

It may be useful to pass some of the registers used as arguments if a step is repeated but some of the registers the step operates on differ. Unfortunately, this comes with disadvantages: where provers generally perform well with registers modeled as static indices, with known values, into a mutable map, they perform far worse if the value of the index isn’t known. Additionally, the user needs to manually exclude any register passed as an argument from aliasing with (nearly) any other register in use by the code.

Another disadvantage of dividing code into program functions is that code may be harder to relate to the original assembly code. Why3 doesn’t provide a way to recursively replace calls to program functions with the contents of these functions until only calls to the functions modeling instructions are left. This means that checking that a verified program function indeed models a given assembly routine takes an increasing amount of effort the more this routine has been divided into program functions.

3.3.3 Prover dependence

Another issue we hit was that for some goals only a single version of a single prover would be able to prove this goal. Specifically: CVC4 1.4 was often the only prover able to verify that blocks of code performed the specified multiplications. Newer versions of the same prover often wouldn’t be able to prove these same goals or would take much longer to do so. While I’m not aware of any soundness issues of CVC4 version 1.4, depending on a single outdated version is something that is best to be avoided.

4 Asm3 framework

To combat the issues listed in section 3.3 the Asm3 framework was created. This framework consists of a plugin for Why3 and it provides a language specializing in modeling assembly code based on Why3’s WhyML. The language contains a special feature for modeling statically accessed memory while additionally providing syntax for working with multi-byte integers. The framework provides its own VC generator which features heuristics to automatically filter out most premises that are unlikely to contribute to proving the current proof goal. This filtering step can be configured or disabled per sub-goal.

4.1 The Asm3 language

The Asm3 language is designed to be an annotated variant of traditional assembly source code. The language is similar to WhyML but doesn’t have program functions, instead, it has instructions, macros, and entry points.

Instructions are the most basic programming elements in Asm3 and can be used to model assembly instructions. Currently, it is only possible to define instructions axiomatically\(^7\) as it currently is the smallest building block available.

\(^7\)In the future it would be desirable to have the user give a proof of the consistency of the
Macros can be used to model reusable sequences of instructions. The body of a macro consists of a sequence of instructions or invocations of other macros. The arguments for instructions or macro invocations appearing in this body do not have to be constants, but can also be expressed in terms of the arguments of the macro. Like WhyML’s program functions macros abstract their implementation details from their users.

Listing 15: Asm3 macro modeling the assembly code from listing 14

```plaintext
let macro mul16
  ensures { $r12...4 = old ($r2...2 * $r7...2) }
  reads { r2, r3, r7, r8 } (* Reads specification is optional here *)
  writes { r0, r1, r12, r13, r14, r15, r23 }
  =
  clr r23;
  mul r3 r8;
  movw r14 r0;
  mul r2 r7;
  movw r12 r0;
  mul r2 r8;
  add r13 r0;
  adc r14 r1;
  adc r15 r23;
  mul r3 r7;
  add r13 r0;
  adc r14 r1;
  adc r15 r23
```

Entry points are quite similar to macros in that both model the behavior of sequences of instructions, but unlike macros, entry points cannot be included in another entry point or macro. Where macros model reusable sections of code, entry points are used to model entire assembly programs or routines. Once implemented it would be possible to extract a sequence of instructions and labels by recursively expanding any macros appearing in the body of an entry point. As code extraction currently isn’t implemented using entry points does not provide an advantage over using only macros.

4.1.1 Index references

Asm3 contains a concept of index references that can be thought of as a hybrid approach between working with Why3’s ref references and indices into mutable maps. In Asm3 it is possible to use these index references to model memory such as registers using (seemingly) separate references while allowing aliasing and working with offsets. To properly explain what an index reference is and what we can do with it we first need to introduce the related concepts of index types and indexed objects.

To define an index reference we first need to define an index type. For example, we can define an index type i-type with

```plaintext
index i-type = create_index i-obj (a, b)
```

Here index and create_index are keywords, while a and b are types. i-obj is the name of the memory space indexed by references of index type i-type. We will refer to these memory spaces indexed by index references as indexed objects.

For simplicity, i-obj can be thought of as a mutable variable of type map a b while references of index type i-type can be thought of as constants of type a. i-obj never appears in any code or specifications, but may appear in the VCs generated by the Asm3 plugin. It is accessed only through references of index type i-type.

specification of an instruction. Users should be able to prove that an implementation of an instruction could exist.
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Now we have defined an index type we can define an index reference. We can define such a reference in a similar way to defining a variable, only we don’t specify a type, but an index type. For example, we can define an index reference \( x \) of index type \( i\text{-type} \) with \( x : i\text{-type} \). When \( x \) is used by itself it is coerced to a value of type \( a \). An index reference is generally only useful when used in combination with the \( $ \) operator: the index dereference operator. This operator returns the value stored at the position of an index reference in its corresponding indexed object. For example, we can think of \( $x \) as returning \( i\text{-obj}[x] \).

Listing 16 provides an example in which two index types get defined. The index type \( \text{reg} \) is used to model 32 8-bit wide registers, while the index type \( \text{srbit} \) is used to model 8 bits of the status register \( \text{SREG} \). Listing 16 also shows how we can define an index reference. The declaration

\[
\text{let constant } cf : \text{srbit} = 0
\]

defines an index reference \( cf \). This reference models the value stored at position 0 in \( \text{SREG} \).

Index references are fairly similar in use to Why3’s \( \text{ref} \) references. In both cases mutable, memory locations can be modeled with separate references, where modifications are specified in terms of just this reference. (Here memory refers to registers and RAM or any other form of volatile memory.) This allows for a syntax that is very close to that of Why3’s \( \text{ref} \) references: if one were to rewrite WhyML code using references to Asm3 code the specifications would need very few changes. The \( \text{writes} \) and \( \text{reads} \) annotations remain unchanged while in the pre- and postconditions the \( !\text{ref} \) dereference operators need to be replaced with \( $ \). Listings 17, 18 show how the syntax of working with index references compares to working with \( \text{ref} \) in WhyML\(^8\). Observe that the specifications of \text{simple_add} in listings 17 and 18 are nearly identical.

\(^8\)Do note that, although \( \text{rd rr} : \text{reg} \) appears in listings 17 and 18 the meaning of \( \text{reg} \) differs.

---

**Listing 16: A simple example of using index references in the Asm3 language**

```asm3
(* Definition of 32 8 bits registers *)
type reg_index = <range 0 31>

(* Definition of index type reg with its indexed object regs *)
index reg = create_index regs (reg_index, byte)

(* variables (a: reg) implicitly index the indexed object regs *)
(* reg is an internal mutable object containing bytes *)

(* Definition of status register SREG, which contains the status flags *)
type rb_index = <range 0 7> (* SREG is 8 bits wide *)
index srbit = create_index sreg (rb_index, bit)

(* Carry flag *)
let constant cf : srbit = 0 (* cf is the value stored in sreg at position 0 *)

(* $ dereferences index references *)
val instr add (rd rr: reg)
ensures Post_rd { $rd = mod (old ($rd + $rr)) 256 }
ensures Post_cf { $cf = div (old ($rd + $rr)) 256 }
reads { rd, rr }
writes { rd, cf }
may_alias { rd with rr }

let macro avr_double (dst: reg)
requires { $dst < 128 }
ensures { $dst = 2 * old $dst }
writes {dst, cf}
= add dst dst
```

---

\[\text{add} \]
Listing 17: Asm3: defining a simple addition instruction using index references

```plaintext
type reg_index = <range 0 31>
index reg = create_index regs (reg_index, byte)

val instr simple_add (rd rr : reg)
enforces Post_rd { $rd = mod (old ($rd + $rr)) 256 }  
reads { rd, rr }  
writes { rd }
```

Listing 18: WhyML: defining a simple addition instruction using ref references

```plaintext
type reg = ref byte

val simple_add (rd rr : reg): unit  
enforces Post_rd { !rd = mod (old (!rd + !rr)) 256 }  
reads { rd, rr }  
writes { rd }
```

Syntax comparison between modeling registers in Asm3 with index references and modeling registers with ref references in WhyML

Unlike WhyML’s ref references, it is possible to work with offsets. This makes it possible to define instructions that interact with consecutive sections of memory while only passing a single element of this memory. An example of this is given in listing 19, which not only operates on registers rd and rr, which are given as arguments, but also on the registers next to those registers. Listing 19 also demonstrates why it can be useful to be able to interpret index references as a value, rather than just a reference. Here a precondition is given to check that rd and rr are even as the movw instruction in AVR architecture requires its arguments to be aligned to register pairs.

We have previously demonstrated that it is possible to work with offsets and aliasing in WhyML by modeling memory with a single mutable object. The previous description of index references and indexed objects may lead one to expect that index references just introduce a new syntax for working with a mutable map. That is not the case, however. The Asm3 framework tracks the state of the memory at each position in the indexed object. As long as Asm3 can determine that the memory pointed to by an index reference was last modified from this specific index reference or wasn’t modified at all, Asm3 models this memory separately from the rest of the memory modeled by the indexed object. For example, for the following abstract block (abstract blocks are sections of code along with a specification enclosed by the begin and end keywords):

```plaintext
Listing 19: Axiomatic definition of the AVR movw instruction in Asm3

val instr movw (rd rr: reg)  
writes { rd, rd+1 }  
reads { rr, rr+1 }  
requires Pre_rd_rr { mod rd 2 = 0 /\ mod rr 2 = 0 }  
enforces Post_rd { $rd = old ($rr) }  
enforces Post_rdp1 { $(rd+1) = old $(rr+1) }
```

In listing 18 it denotes a type while in 17 it declares reg as a an index into the virtual variable regs.
ldi r0 37;
ldi r1 0
end

Asm3 will generate a proof formula that looks similar to:

\[ \forall_{r0_{\text{new}}, r1_{\text{new}}} r0_{\text{new}} = 37 \rightarrow r1_{\text{new}} = 0 \rightarrow r0_{\text{new}} = 37 \land r1_{\text{new}} = 0 \]

Observe that the new values of registers r0 and r1 are modeled separately using the variables r0_{\text{new}} and r1_{\text{new}}. This is quite different from the proof formula that Why3 would generate if we would model registers with a single mutable map. In that case we would get a formula that would look similar to:

\[ \forall_{\text{regs}_{\text{temp}}} \text{regs}_{\text{temp}} = \text{regs}_{\text{old}}[0 \leftarrow 37] \rightarrow \forall_{\text{regs}_{\text{new}}} \text{regs}_{\text{new}} = \text{regs}_{\text{temp}}[1 \leftarrow 0] \rightarrow \text{regs}_{\text{new}}[0] = 37 \land \text{regs}_{\text{new}}[1] = 0 \]

Where \text{regs}_{\text{old}} models the initial state of the registers.

The syntax for index references generally leads to more succinct specifications than working with mutable maps. An example of the difference is given in listings 21 and 22. Observe that the postcondition Post_\text{rd} in the Asm3 version is much shorter than the one in the WhyML version.

Listing 21 Asm3: defining a simple addition instruction using index references

```asm
# Listing 21

| type reg_index = <range 0 31>
| index reg = create_index regs (reg_index, byte)
| val instr simple_add (rd rr : reg)
| ensures Post_of (rd, $rr) { $rd = mod (old ($rd + $rr)) 256 }
| reads { rd, rr }
| writes { rd }
| may_alias {rd with rr}
```

Listing 22 WhyML: defining a simple addition instruction using mutable maps

```whyml
# Listing 22

| type reg = <range 0 31>
| val regs : ref (map reg byte)
| val simple_add (rd rr : reg): unit
| ensures Post_of { !regs = old ($reg of old (reg of !regs[rd] + !regs[rr]) 256) } }
| reads { regs }
| writes { regs }
```

Syntax comparison between modeling registers in Asm3 with index references and modeling registers in WhyML with indices of an integer type into a mutable map

One might wonder why indexed objects are assigned names (such as \text{regs} and \text{sreg} in listing 16). The user can only interact with these objects through index references, so why mention these objects at all? The reason is that it isn’t always possible to model the values index references point to separately. In cases where index references may be aliased and to one of them an assignment is made these values will be modeled using a single map. To make it clear where this map originates from, this map will appear in VCs as a variable with its name based on the name assigned to the indexed object.
4.1.2 Multi-byte integers

In assembly code it is often necessary to store values with a higher bit size than can be stored at a single memory location, for example in AVR architecture a 32 bits number would need to be stored in 4 separate registers (or other memory locations). In Asm3 it is straightforward to describe values spread over multiple memory locations. It includes an operator for concatenating sized integers: for example, for sized integer expressions\(^9\) \(x\) and \(y\), the expression \(x::y\) gives a value of \(x\) and \(y\) concatenated. This concatenation is defined as \(x::y = \lfloor x \rfloor + \text{radix}(x) \times \lfloor y \rfloor\), where \(\lfloor \cdot \rfloor\) is the semantic value of the Asm3 formula \(\cdot\).

Asm3 also contains syntax for describing values stored in consecutive locations in memory. With the triple dot operator \(f(x)...y\) one can specify numbers stored over \(y\) consecutive memory locations. In its current state this is only defined for \(f([[x]...y] = [[x]....(x+y-1)]\) and for the map get operator \(\{\} ([x][z]...y] = [x][z]....(z+y-1)]\). If modeling a big endian architecture a negative value for \(y\) can be used to reverse the order of the components of the value. Examples:

\[
\begin{align*}
& [\$r2...3] = [\$r2...\$r3...\$r4] = [\$r2] + 256 \times ([\$r3] + 256 \times [\$r4]), [\$r4...(-3)] = [\$r4...\$r3...\$r2] = [\$r4] + 256 \times ([\$r3] + 256 \times [\$r2]),
\end{align*}
\]
where \(r2, r3\) and \(r4\) are three consecutive registers.

The \textit{ensures} part of the specification of \texttt{movu} given in listing 19 could alternatively be given as \texttt{ensures \{ $rd...2 = old \ ($rr...2) \}}.

4.1.3 Alias annotations

Unlike references in WhyML, whether index references will or will not alias doesn’t have to be statically defined. The user only has to specify if indices are allowed to alias. To accomplish this the Asm3 language includes the \texttt{may_alias} annotation. With this annotation, the user can specify that in invocations of a macro, given pairs of index object indices may alias. For each invocation of a macro, the framework checks if any aliasing that would occur is allowed. Take the following example:

Listing 23: Example of an procedure in which some arguments may be aliased.

```asm
let macro add_reg_to_word (dst src tmp: reg)
requires \{ $dst...2 + $src <= 0xFFFF \}
ensures \{ $dst...2 = old ($dst...2 + $src) \}
may_alias \{ src with tmp \}
may_alias \{ dst, dst+1 with src \}
writes \{dst, dst+1, tmp\} =
   add dst src;
   clr tmp;
   adc (dst+1) tmp
```

This macro adds src to dst and adds the carry bit to the register that follows dst. \texttt{add_reg_to_word r2 r2 r1} would be allowed as while dst src both map to r2 this is allowed by the specification. \texttt{add_reg_to_word r2 r2 r2} on the other hand wouldn’t be allowed as then dst tmp both map to r2 which isn’t allowed according to the specification (\texttt{may_alias} is reflexive, but not transitive).

4.1.4 Expressive power of index references

Section 4.1.1 states that index references can be thought of as a hybrid approach between WhyML’s references and working with mutable maps, but didn’t go into detail about what that means.

\(^9\)x is positive and has a radix. For for binary values the radix is \(2^b\) where \(b\) is the number of bits of the integer size. The radix of a byte is 256, so for any byte \(i\) the following holds: \(0 \leq i < 256\).
In cases where aliasing cannot occur or cases where no writes occur to indices that can be aliased (with an index passed as argument or a statically defined index), index references can be considered to be a less restrictive version of WhyML’s references. Like with WhyML’s references, in the generated proof obligations the value stored at the location of each index is modeled with separate variables. Take
\[
\text{add } a \ b \ (*a := a + b*); \quad \text{assert } \{a = 5 \land b = 3\}
\]
where \(a\) cannot alias with \(b\), the following formula would appear in the obligation generated for this code:
\[
\text{a}_{\text{new}} = \text{a}_{\text{old}} + \text{b}_{\text{old}} \land \text{regs}_{\text{new}}[\text{b} \leftarrow \text{b}_{\text{old}}][\text{a} \leftarrow \text{a}_{\text{new}}] \Rightarrow \text{a}_{\text{new}} = 5 \land \text{regs}_{\text{new}}[\text{b}] = 3
\]
Here \(a_{\text{old}}\) and \(b_{\text{old}}\) model the original values of \(a\) and \(b\) respectively and variable \(a_{\text{new}}\) models the new value stored in \(a\).

Once a write occurs to an index that may be aliased with another index the modeled memory starts to behave much more similarly to a map. If we again look at
\[
\text{add } a \ b; \quad \text{assert } \{a = 5 \land b = 3\}, \text{now with the condition that } a \text{ and } b \text{ are allowed to alias.}
\]
\[
a_{\text{new}} = a_{\text{old}} + b_{\text{old}} \land \text{regs}_{\text{new}}[\text{b} \leftarrow b_{\text{old}}][\text{a} \leftarrow a_{\text{new}}] \Rightarrow a_{\text{new}} = 5 \land \text{regs}_{\text{new}}[\text{b}] = 3
\]
Now maps \(\text{regs}_{\text{new}}\) and \(\text{regs}_{\text{old}}\) along with locations \(a\) and \(b\) (for \(a\) and \(b\) respectively) appear in the formula to model the new value stored in \(b\). The sub-formula \(\text{regs}_{\text{new}}[\text{b} \leftarrow \text{b}_{\text{old}}][\text{a} \leftarrow \text{a}_{\text{new}}]\) constructs a new map to model the new value of \(b\) (Here it is assumed that \(b\) is not already modeled with \(\text{regs}_{\text{old}}\)). If \(a\) and \(b\) are indeed aliases \(\text{regs}_{\text{new}}[\text{b}]\) will be equal to \(a_{\text{new}}\), while it will be \(b_{\text{old}}\) if these indices do not alias. While the new value of \(a\) is now stored in \(\text{regs}_{\text{new}}\) we can continue to model \(a\) with the new incarnation \(a_{\text{new}}\) until we would write to \(b\).

As soon as a write occurs to an index that could be aliased with other indices these other indices are no longer modeled separately. In these cases Asm3 will construct maps, write the old value stored at the affected indices to it and include the new value of the index that was written to.

Using maps directly is much more powerful, however, as index reference appearing in terms must be statically defined with respect to local (arguments passed to the current macro) or global indices (globally defined indices). This isn’t an issue when modeling statically addressed memory such as registers\(^{10}\), but this makes index references generally unsuitable for modeling main memory. For example, it isn’t suitable for modeling a loop that doesn’t iterate a predetermined amount of times (the loop can not be unrolled at compile time) that writes to a new location every iteration. An example of this is shown in listing 24 (assume that \(n\) isn’t a constant).

Listing 24: Example of something (written in C) that cannot be modeled with just index references

```c
// given arrays x and y, positive integer n
for (int i = 0; i < n; i++) {
    x[i] = y[i];
}
```

The advantages index references have over simple mutable maps in Why3 are that it is easier to specify which specific parts of memory get modified and that values at separate indices can often be modeled in a fully separate way. This last difference can make a large difference in a automatic theorem prover’s ability to verify a property in a reasonable amount of time.

4.1.5 Weak types

As previously stated in section 3.3.1 Why3 1.0 changed the way type invariants are modeled in its SMT2 output. This led to an unacceptable loss of prover performance

\(^{10}\)Architectures exist in which the register being accessed can be determined at run time. Index references aren’t a good match for code in which this is prevalent.
when performing a simple syntactic port of our verification work of a curve25519 implementation written in AVR assembly. To be specific: in Why3 0.88 we would model the registers and main memory as an instance of type `address_space`, which was defined as:

```plaintext
type address_space = { mutable data: map int int }
invariant { forall i. 0 <= self.data[i] < 256 }
```

In the SMT2 input it generated for SMT solvers instances of this type were modeled using arrays of integers along with a premise that the invariant held for this instance. In Why3 1.0 and later `address_space` would be modeled as some abstract type with a projection function\(^{11}\) to an array of integers. Here the type invariant is encoded into the projection function. While this is a perfectly valid way of modeling types with type invariants, the fact that the values are no longer directly modeled but only the projection of these values, had a profound negative effect on the performance of provers used previously.

Asm3 provides an alternative way of modeling types with type invariants. It can model a limited number of type invariants in a similar way as to how it was modeled in earlier versions of Why3. Currently, this is limited to modeling range types, maps containing range types, maps containing maps containing range types, etc.

Asm3 can model the type invariants of these types using only integers and arrays. For example: in both WhyML and Asm3 one could model bytes with `type byte = <range 0 255>`. As previously stated in section 2.2.1 a byte defined this way is not modeled as an integer, but as some abstract type `byte` with an projection function to the integers. In Asm3 bytes can also be defined with `weak_type byte = <range 0 255>`, in which case bytes will be modeled as integers for which the following (automatically generated) predicate applies: `predicate byte'constraint (b: int) = (-1) < b < 256`. We will refer to types modeled this way as `weak types`.

To demonstrate how this difference in modeling bytes translates to different verification conditions it may be useful to have a practical example of the differences. For example, when modeling bytes using a Why3 range type the following VC would get generated for the postcondition of `avr_double` from listing 16:

Listing 25: Proof goal of listing 16 when modeling bytes using Why3's type system

```
constant dst'0 : byte
constant dst'1 : byte
add_Post_dst: byte'int r5'1 = mod (byte'int dst'0 + byte'int dst'0) 256
goal: byte'int dst'1 = 2 * byte'int dst'0
```

If we were to model bytes using a weak type the following VC would get generated:

Listing 26: Proof goal of listing 16 when modeling bytes using weak types

```
constant dst'0 : int
constant dst'1 : int
H1: byte'constraint dst'0
H: byte'constraint dst'1
add_Post_dst: dst'1 = mod (dst'0 + dst'0) 256
goal: dst'1 = 2 * dst'0
```

Note that the new value `dst'1` of register `dst` is described directly while previously only information on `byte'int dst'1` was provided. For some SMT solvers, notably Z3 this can make a significant difference in verification time and/or memory usage. It is worth noting that Why3's IDE offers an option to hide applications of projection function

\(^{11}\)The projection functions generated by Why3 are not always visible to the user. In some cases the projection function only appears in the input Why3 generates for the provers.
such as byte\textsuperscript{int} that Why3 itself inserted. In this case the formula \texttt{add\_Post\_dst} as well as the goal formula would look identical.

Outside of the generated VCs, weak types have the advantage that less casting functions need to be used, which can make specifications a bit cleaner in cases where Why3 cannot insert the projection function itself.

Weak types come with their own drawbacks: these “types” are not modeled using Why3’s type system, meaning that they cannot be used in the definitions of normal types and are not available within logic terms. If bytes are modeled using a weak type, \texttt{forall} \texttt{x : byte. f x = y} will be rejected by Why3’s type system (it will complain that it doesn’t know type byte) however \texttt{forall} \texttt{x : int. byte\textsuperscript{constraint} i -> f (x) = y} will work fine.

4.2 VC generation in the Asm3 framework

Why3 has support for language plugins. These plugins allow users to prove the specifications of code written in languages other than WhyML. Normally this is accomplished by transforming such code into a WhyML AST representation of the code. After parsing the process of generating VCs is identical to that of code written in WhyML. Why3 itself provides plugins to allow working with a small subset of C and Python.

This method wouldn’t work well with Asm3, as the Asm3 language doesn’t map well to WhyML and Why3’s VC generator isn’t suitable for applying the optimizations that Asm3 can perform on each sub-goal. Because of this the Asm3 plugin features its own VC generator. A large difference between Why3’s VC generator and Asm3’s VC generator is that Asm3’s VC generator collects information on which premises and variables are likely to be useful for each sub-goal. This information can then be used to generate an optimized VC for each sub-goal. Why3’s VC generator, on the other hand, does not keep track of this information and generates a single VC containing the combined proof obligation of all sub-goals.

Unlike Why3, the Asm3 plugin doesn’t construct the weakest precondition to generate a VC. Instead, it constructs a set of goal triples \((P, I, g)\) where \(g\) is a sub-goal, \(P\) is the set of premises encountered until reaching \(g\) and \(I\) is the set of index reference incarnations appearing in \(P\) and \(g\). This triple is a representation of a formula proving one of the sub-goals appearing in the weakest precondition. For example, \((\{ a \lor b, \neg b \}, \{ a, b \}, a)\) would be a representation of the formula \(\forall a, b (a \lor b) \land \neg b \rightarrow a\).

To give a more concrete example: In section 2.2.3 we constructed the weakest precondition for the postcondition of \texttt{quadruple\_by\_ref}:

\[
\forall b_0, b_0, b_1, b_1 + b_1 \rightarrow b_1 + b_1) \land (\forall b_0, b_0 = b_1 + b_1 \rightarrow b_0 = 4 \times b_2)
\]

Instead of generating a single formula equivalent to this weakest precondition the Asm3 plugin would generate the following set of triples:

\[
\begin{align*}
&\{\text{in\_bounds}(4 \times b_3)\}, \{b_3\}, \text{in\_bounds}(b_2 + b_2)\}, \\
&\{\text{in\_bounds}(4 \times b_2), b_1 = b_2 + b_2\}, \{b_1, b_2\}, \text{in\_bounds}(b_1 + b_1)\}, \\
&\{\text{in\_bounds}(4 \times b_2), b_1 = b_2 + b_2, b_0 = b_1 + b_1\}, \{b_0, b_1, b_2\}, b_0 = 4 \times b_2\}
\]

This set represents the following formulas:

\[
\forall b_0, b_2 \text{in\_bounds}(4 \times b_2) \rightarrow \text{in\_bounds}(b_2 + b_2)
\]

\[
\forall b_1, b_2 \text{in\_bounds}(4 \times b_2) \land b_1 = b_2 + b_2 \rightarrow \text{in\_bounds}(b_1 + b_1)
\]

\[
\forall b_0, b_1, b_2 \text{in\_bounds}(4 \times b_2) \land b_1 = b_2 + b_2 \land b_0 = b_1 + b_1 \rightarrow b_0 = 4 \times b_2
\]

Observe that, if these three formulas hold, the weakest precondition must hold and vice versa.
The conjunction of the formulas represented by the sets Asm3’s VC generator generates is equivalent to the weakest precondition. The advantage that these goal triples have over the single weakest precondition formula is that it is easier to remove premises and reduce the number of incarnations of index references that need to be modeled. To prove that the formula represented by \((P, I, g)\) holds it suffices to prove that the one for \((P', I', g)\) holds, where \(P' \subseteq P\) and \(I' \subseteq I\) and \(I'\) is chosen such that \(P'\) and \(g\) do not contain free variables. This is useful as \(P'\) and \(I'\) may be significantly smaller than \(P\) and \(I\), which can lead to a significantly faster verification time.

\(I\) contains information on which incarnations of other references an index reference incarnation may be aliased with. Using a subset \(I'\) instead of \(I\) itself may prevent the need to model the effects of aliased writes. For example, take the case where a write occurs to a reference \(x\) that may be aliased with a single reference \(y\), but no incarnations of \(y\) after this write occur in either \(P'\) or \(g\). In this case we do not have to model these incarnations of \(y\) and can treat \(x\) the same as a reference without possible aliases.

### 4.2.1 Effect selection

The Asm3 framework can automatically discard premises and variables it deems to be unrelated to the current proof goal. To understand how Asm3 determines which variables and premises are unlikely to be useful we will first look at a naive approach.

Postconditions are formulas that generally relate the new state of the system to a prior state. This means that we will want to pick our premises in such a way that we can see how the relevant parts of the state have evolved from the old to the new state. We can expect variables appearing in the current proof goal to be relevant and that for other variables to be relevant it should at least appear in a premise along with a variable determined to be relevant. We can expect relevant premises to contain at least one relevant variable. In other words: we can expect useful premises to be connected to the goal formula via shared variables. For example, if we want to prove \(x > 0\) given \(x = 5\) and \(y = -3\) the first premise is useful as both formulas share variable \(x\) while the second premise doesn’t provide any information on \(x\).

Let’s look at a slightly less trivial example: take the premises for \texttt{ensures \{ !a = 15 \}} in listing 27. These premises are listed in table 2 as formulas h1 through h7. Figure 7 shows which premises and variables are connected to the goal term. Using the existence of a path via shared variables as a heuristic yields some success: premise h1 and variable \(c_0\) (which models the initial value stored in \(c\)) aren’t connected to the goal formula and can thus be discarded. But clearly we can do better: h4 and h6 also aren’t useful in proving \(a_2 = 15\). These formulas are connected via \(b_0\), however.

\begin{verbatim}
Listing 27: A simple WhyML program function used to demonstrate how the Asm3 plugin filters out irrelevant effects.

let silly_program_func (a b c : ref int) : unit
  requires \{ !a = 3 \&\& !b = 6 \&\& !c = 0 \}
  ensures \{ !a = 15 \}
  ensures \{ !c = 16 \}
  =
    c := !b - 2;
    a := 3 * !a;
    c := !c * !c;
    a := !a + !b
\end{verbatim}
<table>
<thead>
<tr>
<th>formula name</th>
<th>formula</th>
<th>variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>h1</td>
<td>(c_0 = 0)</td>
<td>(c_0)</td>
</tr>
<tr>
<td>h2</td>
<td>(b_0 = 6)</td>
<td>(b_0)</td>
</tr>
<tr>
<td>h3</td>
<td>(a_0 = 3)</td>
<td>(a_0)</td>
</tr>
<tr>
<td>h4</td>
<td>(c_1 = b_0 - 2)</td>
<td>(b_0, c_1)</td>
</tr>
<tr>
<td>h5</td>
<td>(a_1 = 3 \times a_0)</td>
<td>(a_0, a_1)</td>
</tr>
<tr>
<td>h6</td>
<td>(c_2 = c_1 \times c_1)</td>
<td>(c_1, c_2)</td>
</tr>
<tr>
<td>h7</td>
<td>(a_2 = a_1 + b_0)</td>
<td>(a_1, a_2, b_0)</td>
</tr>
<tr>
<td>Goal</td>
<td>(a_2 = 15)</td>
<td>(a_2)</td>
</tr>
</tbody>
</table>

Table 2: Premises and goal formula for \texttt{ensures \ a = 15} in listing 27

Figure 7: Graph showing which formulas and variables from table 2 are connected to the goal formula. Rectangular nodes represent premises, elliptical nodes represent variables.

We can improve on this naive heuristic by taking into account that not every variable appearing in a formula is alike. Code updates memory so formulas describing the effects of this code likely describe the new values of this updated memory rather than the memory prior to being updated or memory that remained unchanged. Take for example h7 \((a_2 = a_1 + b_0)\) which resulted from \(a := !a + !b\). We know that of the variables appearing in this statement only \(a\) is updated, so it is reasonable to assume that this formula provides information on the new value stored in \(a\): \(a_2\). The formula is unlikely to provide useful information on the old values stored in \(a\) and \(b\), modeled by \(a_1\) and \(b_0\), as these values were only used and not produced by the statement h7 resulted from.

We should still use the fact that \(a_1\) and \(b_0\) appear in this term, however, as we generally need to use the information from more than a single statement back. We will look at which formulas provide information on these variables and recursively look for formulas providing information on variables appearing in these terms. Using this method we can construct table 3 and its corresponding directed graph in figure 8. Observe that premises h4 and h6 cannot be reached from the goal and should be discarded according to this method.
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While this heuristic can be a bit overaggressive with removing premises\textsuperscript{12}, it generally performs very well on filtering out irrelevant effects of code. The Asm3 framework uses this heuristic to filter premises for each proof goal. For each statement or block of code, it combines the \texttt{writes} specification of this code with the variables appearing in the postcondition formulas to determine on which variables these formulas provide information. Asm3 then constructs a dependency graph using this information and uses this graph to determine which premises and variables are relevant. Premises can also be explicitly included by annotating the assertion or postcondition with the attribute \texttt{asm3vc:filter_premises:off}.

The user can disable Asm3’s automatic premise selection for specific goals by annotating these assertions with the attribute \texttt{asm3vc:filter_premises:off}.

\subsection*{4.2.2 Predictable premise names}

To improve readability as well and make it easier for users to manually include or remove premises the Asm3 plugin assigns names to premises resulting from postcon-

\textsuperscript{12}It assumes that postconditions do not provide useful information on the old state of the system and will fail to include formulas containing only variables bound by quantifiers.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
formula name & formula & Include information on & Provides information on \\
\hline
h1 & $c_0 = 0$ & & $c_0$ \\
\hline
h2 & $b_0 = 6$ & & $b_0$ \\
\hline
h3 & $a_0 = 3$ & & $a_0$ \\
\hline
h4 & $c_1 = b_0 - 2$ & $b_0$ & $c_1$ \\
\hline
\textbf{h5} & $a_1 = 3 \times a_0$ & $a_0$ & $a_1$ \\
\hline
h6 & $c_2 = c_1 \times c_1$ & $c_1$ & $c_2$ \\
\hline
h7 & $a_2 = a_1 + b_0$ & $a_1, b_0$ & $a_2$ \\
\hline
\textbf{Goal} & $a_2 = 15$ & & $a_2$ \\
\hline
\end{tabular}
\caption{Table 7 extended with information on direction of information.}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure8.png}
\caption{Graph showing which formulas and variables from table 3 can be reached from the goal term}
\end{figure}
ditions. These names are prefixed with the name of the instruction used or macro invoked, followed by the name of the postcondition and the position of this invocation within the macro or entry point. For example, if a macro contains four instruction-macro invocations and the second invocation is a invocation of add this will result in a premise named add_Post_rd_at_2, if add has a postcondition named Post_rd.

As long as the macro contains the same invocations in the same order, the premises generated by these calls will always have the same name. This means that the user can add assertions or divide the code with abstract blocks without fear of proofs breaking because the Why3’s remove transformation suddenly removed the wrong premise.

5 Comparison with WhyML: 16×16 multiplication

We will take a look at how modeling assembly code in the Asm3 language compares to modeling assembly code in WhyML. Here we will take a look at the difference between the Asm3 code and the WhyML code as well as the difference in the VCs generated for this code. We will use the the 16×16 bits multiplication example code from listing 14 as an example to illustrate this difference.

In listing 28 the 16×16 bits multiplication routine is modeled in the Asm3 language. The code is broken up into two macros: the macro mul16 models the entire multiplication routine while mul_add_to_3_regs models a step that is performed twice in this routine. mul16 also contains an abstract block (the code enclosed by the begin and end keywords) to abstract away from the implementation details of a section of the code. While it isn’t necessary to break this code up into small sections in order to prove the specification of this code, it helps to illustrate that Asm3 specifications are generally less verbose and results in small VCs.

Listing 28: 16×16 multiplication modeled using two macros

```plaintext
let macro mul_add_to_3_regs (dst a b zr: reg)
  requires zr_is_0 { $zr = 0 }
  (* Only define for cases where an overflow can’t occur *)
  requires result_fits { $dst_...3 + $a * $b <= 0xffffffff }
  ensures { $dst_...3 = old (($dst_...3) + $a * $b) }
  writes { r0, r1, dst, dst+1, dst+2 }
  reads { a, b, zr, dst, dst+1, dst+2 }
  may_alias { a, b with b, dst, dst+1, dst+2 }
= 
  mul a b;
  add dst r0;
  adc (dst+1) r1;
  adc (dst+2) zr

let macro mul
  ensures { $r12_...4 = old ($r2_...2 * $r7_...2) }
  writes { r0, r1, r12, r13, r14, r15, r23 }
  writes { cf, hf, sf, vf, nf, zf }
  reads { r2, r3, r7, r8 }
= 
  clr r23;
begin ensures { $r12_...4 = $r2 * $r7 + 0x010000 * ($r3 * $r8) }
  mul r3 r8;
  movw r14 r0;
  mul r2 r7;
  movw r12 r0;
end;
  mul_add_to_3_regs r13 r2 r8 r23;
  mul_add_to_3_regs r13 r3 r7 r23
```
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5.1 Comparing specification annotations

Listing 29 shows a WhyML definition equivalent to the formalization of the $16 \times 16$ multiplication given in listing 28. Observe that the WhyML version requires an additional \texttt{ensures} annotation in the abstract block. The \texttt{ensures} annotations specifying the writes in the WhyML version are also harder to read than the writes annotations in the Asm3 version. The \texttt{ensures} annotations limiting aliasing are harder to get right than the \texttt{may_alias} annotations in WhyML. If the user forgets\textsuperscript{14} that some arguments might alias the Asm3 specification is still correct (albeit a bit weaker). While if the user forgets to specify that arguments are not allowed to alias in the WhyML version, the specification is incorrect. For example, if the user forgets to specify that \texttt{dst} must not alias with \texttt{r0} or \texttt{r1} in \texttt{mul_add_to_3_regs} (WhyML), then the current postcondition cannot be proven.

\footnotesize
\begin{verbatim}
let mul_add_to_3_regs (dst a b zr: reg): unit
  requires zr_is_0 { !regs[zr] = 0 }
  (* Only define for cases where an overflow can't occur *)
  requires result_fits { uint3b !regs dst + !regs[a] * !regs[b] <= 0xffffff }
  requires { 30 > dst > 1 }
  requires { dst <> zr \&\& dst+1 <> zr \&\& zr > 1 }
  ensures { uint3b !regs dst = old (uint3b !regs dst + !regs[a] * !regs[b]) }
}\end{verbatim}

\footnotesize
\begin{verbatim}
ensures {
  let nregs = !regs in
  let oregs = !old regs in
  let dst_p1 = reg_add_int dst 1 in
  let dst_p2 = reg_add_int dst 2 in
  nregs = oregs[r0 <- nregs[r0]]
    [r1 <- nregs[r1]]
    [dst <- nregs[dst]]
    [dst_p1 <- nregs[dst_p1]]
    [dst_p2 <- nregs[dst_p2]]
}
writes { regs }
writes { cf, hf, sf, vf, nf, zf }
reads { regs }
=
  mul a b;
  add dst r0;
  adc (dst+(1:reg)) r1;
  adc (dst+(2:reg)) zr
let mul16 (): unit
ensures {
  uint4b !regs r12 = old ((!regs[r2] + 256 * !regs[r3]) * (!regs[r7] + 256 * !regs[r8]))
}\end{verbatim}

\footnotesize
\begin{verbatim}
ensures Reg_writes {
  let nregs = !regs in
  let oregs = !old regs in
  nregs = oregs
    [r0 <- nregs[r0]]
    [r1 <- nregs[r1]]
    [r12 <- nregs[r12]]
    [r13 <- nregs[r13]]
    [r14 <- nregs[r14]]
    [r15 <- nregs[r15]]
}\end{verbatim}

\footnotesize
\textsuperscript{13}In fact, the specification given in 28 is weaker than it could have been as \texttt{a} or \texttt{b} aliasing with \texttt{r0} or \texttt{r1} would still be safe, but isn’t included in the specification.
begin ensures {
  uint4b !regs r12 =
  old ((regs[r2] * !regs[r7] + 0x010000 * (!regs[r3] * !regs[r8])))
}
ensures {
  let nregs = !regs in
  let oregs = !old regs in
  nregs = oregs
  [r0 <- nregs[r0]]
  [r1 <- nregs[r1]]
  [r12 <- nregs[r12]]
  [r13 <- nregs[r13]]
  [r14 <- nregs[r14]]
  [r15 <- nregs[r15]]
}
mul r3 r8;
movw r14 r0;
mul r2 r7;
movw r12 r0;
end;
mul_add_to_3_regs r13 r2 r8 r23;
mul_add_to_3_regs r13 r3 r7 r23

Listing 30: Definitions for type reg and several functions used in listing 29

type reg = uint5 (* where uint5 is defined as a 5 bit unsigned integer *)

(* Addition is only defined for int *)
val function reg_add_int (x : reg) (y : int): reg
requires { -1 < uint5\'int x + y < 256 }
ensures { uint5\'int result = uint5\'int x + y }

function uint3b (regs: map reg byte) (start : reg): int =
  reg[start] + 256 * 
  (regs[reg_add_int start 1] + 256 * regs[reg_add_int start 2])
function uint4b (regs: map reg byte) (start : reg): int =
  reg[start] + 256 * 
  (regs[reg_add_int start 1] + 256 * ( 
    regs[reg_add_int start 2] + 256 * regs[reg_add_int start 3] 
  ))

5.2 Comparing VCs

To illustrate the difference in size between the VCs generated for the Asm3 code and the WhyML code we will look at the VCs generated for `mul_add_to_3_regs`. The behavior of the instructions used in the multiplication routine have been fully modeled. While it isn’t necessary to model the full behavior of these instructions in this case, it should provide a good approximation of real-world usage of using WhyML or Asm3 to prove the specification of existing assembly code. It allows for an automatic translation of straight-line assembly code to Asm3 or WhyML and doesn’t require the

\[14\] With the exception of the effects on the the program counter.
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user to know up front what behavior is relevant of the modeled code. The axiomatic
definitions of the instructions used by the Asm3 code are listed in appendix 5.

During the generation of the VC for the postcondition \texttt{ensures \{ dst_{...3} = old \((dst_{...3}) + a * b\) \}} the Asm3 plugin can discard a
number of effects and variable incarnations. Figure 9 shows how the effects and vari-
able incarnations are connected in the dependency graph the Asm3 plugin generates
for this VC. The effects and variable incarnations that aren’t considered to be useful
by Asm3’s effect selection heuristic are marked red. Observe that the majority of the
effects is not considered to be useful.

Figure 10 shows the VCs (after introducing the premises and variables) generated
for both the WhyML and Asm3 version side by side. Here we can see that the VC
generated for the WhyML version we can see that the Asm3 version has a significantly
smaller proof context as a result of the effect selection optimization.
Figure 9: Dependency graph generated by Asm3 for the postcondition of `mul_add_to_3_regs` (node labels shortened for readability). This graph has been generated by the Asm3 plugin.
VC generated for WhyML version

VC generated for Asm3 version

Figure 10: Proof context comparison for mul_add_to_3_regs
6 Real world example: 64×64 Karatsuba multiplication

To demonstrate the effects of the optimizations the Asm3 plugin can apply during VC generation, I have ported the formalization of the AVR implementation of 64×64 Karatsuba multiplication from [12, 13] to Asm3. Like the WhyML formalization this is based on, only a part of the AVR architecture is modeled. Specifically, six of the special register (SREG) flags as well as the stack have been omitted and only the instructions used in this code have been modeled. The resulting Asm3 code is included in appendix C. This assembly routine was chosen as a benchmark to demonstrate that the Asm3 language and VC generator combination can be applied to model assembly routines of at least a few hundred instructions in length. This assembly routine consists of 286 instructions and is modeled as one continuous section of code.

First the formalization of the 64×64 Karatsuba multiplication routine was ported from WhyML to Asm3. Next assertions were added or modified and the abstract block specifications were adjusted until all resulting VCs could be verified when all of Asm3’s VC optimizations are enabled. Next the verification time for each proof goal of a selection of provers were recorded. This step was repeated for any combination of tested optimizations.

The verification times were recorded for the following optimization combinations:

1. Effect selection enabled and independent (no aliasing can occur or neither has been written to this point) index references modeled with separate variables.

2. Effect selection disabled and independent index references modeled separately.

3. Effect selection disabled and index references modeled as indices into shared maps. In this case index references would provide little more than syntactic sugar for working with maps. The VCs generated by the Asm3 plugin are similar to those generated by Why3.

Additionally the effect of modeling bytes with a weak type as opposed to modeling bytes with a Why3 range type was tested for each combination, giving us six total combinations. Applying the effect selection optimization without modeling independent index references separately isn’t implemented currently, so unfortunately this couldn’t be tested separately.

The following provers were used to measure the effects of the optimizations on verification performance: versions 4.8.9 and 4.4.1 of Z3 [5], versions 1.7 and 1.4 of CVC4 [1], versions 2.0.0 and 2.3.3 of Alt-Ergo [4], CVC3 version 2.3 and version 2.3 of the E prover [15]. Multiple versions of the same prover were used as some previous proofs in [13] depended on a specific version of a prover. Because of this I thought it relevant to check whether multiple versions of the same prover respond similarly to the same optimizations.

We will consider proof goals generated for assertions and instruction preconditions separately. The 32 preconditions of the load and store instructions used are fairly similar. As these instructions are used in three separate sections of the code, we can use the verification time of these preconditions to get an idea of how the optimizations affect how well the method scales to increasingly large code sizes. The 39 goals resulting from the assert and ensures annotations give an indication of how the optimizations affect more challenging verification goals.

---

15 The resulting code isn’t a 1:1 port, most notably some postconditions of the abstract blocks have been changed.

16 Excluding goals that could be verified using the compute transformation.
6.1 Effects of each configuration on verification of assertions and postconditions

We will first look at the effects of each optimization level on the number of proof goals that each prover was able to verify. Figure 11 shows this number for each of the provers. Having both the effect selection optimization enabled and modeling index references separately always led to the highest number of verified goals. Whether modeling bytes using a weak type or using a why3 range type led to better performance depends on the prover. Z3, CVC3, alt-ergo 2.0.0 and the E prover performed better when bytes were modeled using a weak type, while the reverse is true for CVC4. Modeling index references with separate variables instead of with shared maps usually led to better results. However, when looking at CVC4 1.7 and CVC3 and modeling bytes using weak types this led to slightly worse results if no premises get discarded.

Of course the total number of verified goals, doesn’t paint a complete picture. The provers were able to verify different goals depending on which optimizations were used. If bytes are modeled using a weak type both versions of CVC4 can prove two goals that could not be proven if bytes are modeled using a Why3 range type. However, in that case CVC4 1.7 can prove three additional goals and CVC4 1.4 five additional goals. Z3 4.4.1 could prove 2 goals only if index references were modeled as indices into maps. No other prover could verify goals that couldn’t be verified when the effect selection was optimization enabled and index references modeled using separate variables.

6.1.1 Verification time

Figure 12 shows verification speed compared to median verification speed for all six configurations. The results for Alt-Ergo aren’t shown as both versions were only usable when both the effect selection and aliasing optimizations were enabled.

On average, modeling bytes using a weak type instead of using Why3’s own range type led to shorter verification times for both versions of Z3 and version 1.4 of CVC4 while other provers showed no significant difference. Disabling the optimizations Asm3 offers nearly universally led to longer verification times. The way in which bytes were modeled made a significant difference here. For the two Z3 versions as well as CVC4 version 1.4, disabling optimizations had a much more profound effect on verification times if bytes were modeled using Why3’s own range type. For CVC3 and CVC4 1.7 the verification times increased much more if bytes were modeled using a weak type. A number of goals was impacted especially severely with, for example, the verification the postcondition Compute_L by Z3 4.8.9 jumping from 11.68 to 75.68 seconds when disabling the effect selection optimization. Another striking example is that the verification by CVC4 1.7 of the two goals generated for the assertion tf_abs_property jumps from 0.12 seconds to 28.87 seconds total when disabling this optimization (bytes modeled using Why3 range type).
Bytes modeled using a weak type:
- Effect selection enabled and independent index references modeled separately.
- Effect selection disabled and independent index references modeled separately.
- Effect selection disabled and index references modeled as indices into shared maps.

Bytes modeled using a Why3 range type:
- Effect selection enabled and independent index references modeled separately.
- Effect selection disabled and independent index references modeled separately.
- Effect selection disabled and index references modeled as indices into shared maps.

Figure 11: Effect of Asm3’s VC optimizations on the number of goals proven. These goals are generated for assertions and postconditions.
Bytes modeled using a weak type:
- ■ Effect selection enabled and independent index references modeled separately.
- ▢ Effect selection disabled and independent index references modeled separately.
- □ Effect selection disabled and index references modeled as indices into shared maps.

Bytes modeled using a Why3 range type:
- ■ Effect selection enabled and independent index references modeled separately.
- ▢ Effect selection disabled and independent index references modeled separately.
- □ Effect selection disabled and index references modeled as indices into shared maps.

Figure 12: Box plots showing the effect of Asm3’s VC optimizations on the verification time relative to the median verification time of that goal.
<table>
<thead>
<tr>
<th>Prover</th>
<th># goals</th>
<th>All optimizations enabled</th>
<th>Effect selection disabled</th>
<th>All optimizations disabled</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z3 4.8.9</td>
<td>26</td>
<td>2.49s</td>
<td>9.75s</td>
<td>10.99s</td>
</tr>
<tr>
<td>Z3 4.4.1</td>
<td>17</td>
<td>9.63s</td>
<td>22.11s</td>
<td>26.09s</td>
</tr>
<tr>
<td>CVC4 1.7</td>
<td>28</td>
<td>4.88s</td>
<td>19.48s</td>
<td>21.52s</td>
</tr>
<tr>
<td>CVC4 1.4</td>
<td>27</td>
<td>10.31s</td>
<td>9.83s</td>
<td>9.38s</td>
</tr>
<tr>
<td>CVC3 2.3</td>
<td>19</td>
<td>11.99s</td>
<td>44.3s</td>
<td>69.01s</td>
</tr>
<tr>
<td>E 2.3</td>
<td>8</td>
<td>10.72s</td>
<td>16.02s</td>
<td>10.39s</td>
</tr>
</tbody>
</table>

Table 4: Comparison of cumulative verification time of goals that could be verified with all optimization levels (bytes modeled with a weak type)

<table>
<thead>
<tr>
<th>Prover</th>
<th># goals</th>
<th>All optimizations enabled</th>
<th>Effect selection disabled</th>
<th>All optimizations disabled</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z3 4.8.9</td>
<td>20</td>
<td>11.55s</td>
<td>34.75s</td>
<td>142.45s</td>
</tr>
<tr>
<td>Z3 4.4.1</td>
<td>14</td>
<td>8.41s</td>
<td>22.81s</td>
<td>104.17s</td>
</tr>
<tr>
<td>CVC4 1.7</td>
<td>31</td>
<td>10.65s</td>
<td>55.99s</td>
<td>53.35s</td>
</tr>
<tr>
<td>CVC4 1.4</td>
<td>30</td>
<td>29.34s</td>
<td>48.24s</td>
<td>45.1s</td>
</tr>
<tr>
<td>CVC3 2.3</td>
<td>13</td>
<td>5.97s</td>
<td>13.04s</td>
<td>12.19s</td>
</tr>
<tr>
<td>E 2.3</td>
<td>6</td>
<td>7.82s</td>
<td>7.29s</td>
<td>18.92s</td>
</tr>
</tbody>
</table>

Table 5: Comparison of cumulative verification time of goals that could be verified with all optimization levels (bytes modeled with Why3 range type)
6.2 Effects of each configuration on verification of preconditions

Figure 13 shows the change in verification time of the preconditions of the three sections of load and store instructions when changing which optimizations are used (See lines 231-238, 306-320 and 659-670 of appendix C for these sections of load and store sections). For these proof goals having the effect selection optimization enabled results in little change in verification speed over the span of the code. However, without this optimization the verification time increases greatly as the proof context grows. Modeling index reference incarnations using shared maps also resulted in an increase in verification time, albeit less severe. Both versions of Alt-Ergo as well as CVC3 were no longer able to verify the VCs generated for the load and store instructions past instruction 274 when the effect selection optimization wasn’t enabled. Z3 didn’t suffer as much without this optimization, but wouldn’t verify any of the VCs of this category if index reference incarnations were modeled using shared maps. Alt-Ergo also did not perform well in that case but could still verify the preconditions of instructions 4 up to and including 11. The E prover wasn’t able to verify any of the VCs generated for instruction preconditions.

6.3 Summary

Asm3’s optimizations in general have a large positive influence on the number of goals each prover can verify as well as the time that is needed to verify these goals. Z3, CVC3, and Alt-Ergo especially benefit from the optimizations. When modeling bytes using a weak type instead of a why3 range type and applying Asm3’s VC generation optimizations, the total number of proof goals Alt-Ergo 2.3.3 was able to verify increased from 8 to 45 goals, for Z3 4.8.9 this increased from 20 to 63 and for CVC3 this increased from 37 to 60. For CVC4 the difference was mainly expressed in a significantly shorter verification time.

When using the optimizations every goal was provable by at least two provers, counting different prover versions as separate provers and excluding Alt-Ergo 2.0.0 due to this version containing a soundness error. Every goal was provable without using the relatively old CVC3 2.3, CVC4 1.4, and Z3 4.4.1 provers and when excluding these older provers 74% of the goals generated for the assertions and postconditions could be proven by at least two provers. Without Asm3’s optimizations this number drops to just 54%, even worse only 90% of the goals were verified at all. From this we can conclude that the effect selection optimization combined with the use of index references generally results in more efficient VCs.

Note that the performance numbers of the provers given in this thesis shouldn’t be used to gauge the quality of each prover. For example, with some modifications such as adding additional assertions it should be possible to increase the percentage of goals that most provers can verify. Furthermore different provers tend to have different areas in which they perform well. Being able to use a wide selection of provers is one of Why3’s main advantages over similar platforms.

6.4 Comparison with prior verification work on this assembly routine

When compared to the verification from [12] of the 64×64 Karatsuba multiplication routine the total number of used annotations has remained similar. In this prior article 21 annotations were used to prove the specification of this routine, while in the Asm3 version 19 annotations are used\(^{17}\) (22 if counting the `eliminate_if` transformations

\(^{17}\)This number could be reduced, but this results in longer verification times and a lower average number of provers able to prove a goal. Additionally, I do not expect real-world usage to include a process of reducing the number of annotations after having succeeded in verifying that the specification is correct.
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Bytes modeled using a weak type:
- Effect selection enabled and independent index references modeled separately.
- Effect selection disabled and independent index references modeled separately.
- Effect selection disabled and index references modeled as indices into shared maps.

Bytes modeled using a Why3 range type:
- Effect selection enabled and independent index references modeled separately.
- Effect selection disabled and independent index references modeled separately.
- Effect selection disabled and index references modeled as indices into shared maps.

Figure 13: Effect of Asm3’s VC optimizations on the verification time of instruction preconditions relative to the median verification time of all instruction preconditions.
used among the annotations). The minimum verification time when using the provers used in [12] (CVC4\textsuperscript{18}, CVC3, E) was lower: 19 seconds instead of 96 seconds. This time was achieved on slightly faster hardware, however. When also using both version of Z3 as well as Alt-Ergo 2.3.3 this time could be further reduced to 16 seconds (12 seconds if cherry picking the fastest time for each goal across all tested optimization combinations).

My prior port of this formalization to Why3 1.2 resulted in similar results as when Asm3’s optimizations are not enabled. The Asm3 version features a much faster (re-)load time however as the number of (sub-)goals is significantly lower.

7 Future work

While the current Asm3 framework is functional, it has some significant limitations.

7.1 Integration into Why3

Currently, the features the Asm3 plugin provides are built on top of Why3 rather than integrated into it. This wouldn’t be a problem if this plugin simply performed a syntax level translation from the Asm3 language to WhyML, but instead it generates its own VCs. This is undesirable because of several reasons. Most importantly this leads to a larger than necessary trusted code base size as both Asm3’s VC generator and Why3’s own VC generator need to be trusted. Aside from an increased likelihood of bugs this also leads to an increased maintenance burden.

Another issue is that Asm3’s VC optimizations cannot be performed as normal goal transformations. In Why3 it is possible to modify a verification condition using transformations, for example a transformations exists to split the current goal at conjunctions, perform a case distinction or apply the default rewrite rules. Whether or not Asm3 filters out premises can only be controlled via annotations in the Asm3 code. Another thing that can be considered to be an optimization, using weak types instead of Why3’s own way of modeling type invariants can only be controlled by defining something as either a weak type or a type. Aside from being undesirable from a consistency standpoint, this means that it currently isn’t possible to disable or enable optimizations for each prover separately.

Finally, Asm3 has no knowledge of WhyML definitions which results in several issues during VC generation. For example it cannot resolve identifiers that are defined in WhyML code\textsuperscript{19}. Another example of an issue that occurs is that Asm3 doesn’t know the radix of range types defined in a WhyML file. Because of this variables of these types cannot be used in combination with the :: operator.

While Asm3 can be useful despite these issues, these issues could be mitigated by integrating part of Asm3’s features in Why3 itself. Ideally Why3 should be extended in such a way that a syntax level translation from Asm3 to WhyML would be possible without losing functionality. This would mean adding the following features to Why3:

- Recording the flow of information in the generated VCs and adding a transformation to discard premises based on this information. Recording what variable incarnations were produced by an effect. This doesn’t require any changes to the WhyML language and has use outside of modeling assembly code. Why3 already includes some information such as premise names as annotations in its formulas, so including this information wouldn’t require large changes to the structure of VCs.

\textsuperscript{18}Version 1.4 and 1.7 of CVC4 were both used instead of just CVC4 1.4 that was used in this article. The reason for this is that CVC4 1.7 was needed to verify a goal that required working with bitvector theories.

\textsuperscript{19}For this reason Asm3 requires the user to specify a namespace in front of identifiers it itself cannot resolve.
• Adding a transformation to model type invariants with predicates. The issue with modeling type invariants shouldn’t be much of a problem (modeling without abstract types) as it has worked in the past. Moreover this wouldn’t necessarily require changes to the VC generator: it could be implemented as a transformation to Why3’s current VCs.

• Adding index references. I personally do not expect the maintainers of Why3 to accept something similar to the index references found in Asm3 as the aliasing limitations of Why3’s own references appear to be intentional and does not allow the user to model anything that couldn’t be modeled using maps. The least invasive way to support something similar in WhyML would be to include a modified \texttt{may\_alias} annotation and a more fine grained \texttt{writes} annotation for mutable maps. For example, for aliasing the following annotation could be introduced: \texttt{may\_alias \{ x with y in m \}} where \texttt{m} is a mutable map and \texttt{x} and \texttt{y} can be indices into this map. The \texttt{writes} annotation could be extended by specifying the modified map indices, for example: \texttt{writes \{ m[x;y] \}} instead of just \texttt{writes \{ m \}}. If this information is then retained in the generated VCs a transformation could be added to compute an updated VC where for incarnations \( m_i \) of \texttt{m}, occurrences of \( m_i[x] \) could be replaced with some \( t \) if the system can compute that \( m_i[x] = t \).

Aside from helping resolve VC related issues a number of features would become easier to support if the Asm3 plugin would simply transform its Asm3 input to an equivalent WhyML AST representation. For example, it would become easier to fix the following shortcomings:

• Ghost code is currently missing from the Asm3 language.

• While it is possible to import WhyML definitions in Asm3 code the reverse isn’t possible.

7.2 Missing features
Asm3 currently lacks several important features.

7.2.1 Jumps
It currently isn’t possible to model jumps in Asm3. An approach to modeling assembly code containing branches with Why3 has been described in [11], something similar could be implemented for Asm3. Appendix D contains an outline for an alternative approach to extend Asm3 with support for branching. However I have not conducted sufficient research on if this approach would indeed work well enough or how this approach would compare to the aforementioned article or other published approaches.

7.2.2 Code extraction
Another important feature that is missing is code extraction. It wouldn’t take much work to export a list of instructions with arguments along with labels. This output wouldn’t match the syntax of expected by an assembler, however. Some scripting would be needed to transform it to assembly code of the desired assembly language, though it should be possible to perform this step with a number of regular-expression replace rules.

7.3 Further improvements
7.3.1 Improved memory separation
While index references work well for modeling things like registers, Asm3 brings little improvement for modeling memory such as the stack or heap. During my work [13]
on verifying an implementation of curve25519 written in AVR assembly I found that proving that the verification times of assertions stating which areas of main memory aren’t modified rise sharply as the number of store instruction increases. Being able to separate accessed memory from the rest of the memory would help here. It should be possible to generalize index references to the most common patterns of accessing main memory.

Somewhat related, when working with values constructed out of multiple registers or multiple bytes of main memory it currently isn’t straightforward to work with just this value and abstract away from the underlying memory. It could be useful if the system could automatically detect if just composite values are referenced instead of one of the underlying values. The system could then optimize the underlying values away. For example, if an assembly routine works with 256 bits wide values it may often be useful to abstract away from operations on individual bytes or registers and only reason about the composite values.

7.3.2 Improving effect selection

While the current system of automatically inferring relations between goals and premises based on writes and reads works reasonably well, it would be useful to be able to manually specify on which variables a postcondition or assertion provides information.

8 Related work

The Vale DSL introduced in [3] is a DSL for writing efficient verified assembly code. This language is somewhat similar to the Asm3 language but has a greater emphasis on writing new verified code instead of verifying existing implementations. Unlike Asm3 this language can generate varying assembly code based on conditions checked during the code extraction phase, making Vale more flexible. Another large advantage of Vale is that its VC generator is not part of the trusted code base. Aside from the different focus Asm3 has some advantages over Vale. While Vale/F* introduced in [9] generates more efficient VCs than the first version its VCs still seem significantly less efficient than the VCs generated by Asm3\(^20\). In my personal experience Vale/F* features a much steeper learning curve than working with Why3\(^21\) and Asm3. For example, a user of Vale/F* needs to be able to understand both the Vale and F* languages, which are not alike. Adding support for another instruction set architecture requires writing a significant amount of code in both Vale and F* while it takes relatively little effort to model a useful subset of a new architecture in Asm3. Finally, Why3 allows for the use of a wide variety of provers while F* currently depends on Z3.

Pereira and Sousa describe a tool, \texttt{army}, that generates purely sequential Why3 programs for annotated ARM assembly code [11]. These generated programs are related to the original code in that, if these generated programs are proven correct the initial assembly program is also correct. The Why3 programs generated by this tool appear to be similar to the Why3 programs written to model AVR assembly programs in [12, 13], on which this thesis is based. The focus of that paper is different from the latter papers as well as this thesis. Pereira and Sousa’s paper focuses on being able to verify unstructured programs, with an emphasis on verifying the complexity of these programs. Marc’s work in [12] on the other hand focuses on methods of letting Why3 generate more efficient verification conditions by breaking assembly routines up with abstract blocks and by using ghost code. This thesis iterates on this by allowing code and proof reuse by using macros

\(^{20}\)I cannot fully exclude the possibility that this is the result of the vast difference in experience I have in working with WhyML or Asm3 and Vale.

\(^{21}\)Why3 is reported to be a suitable tool for performing deductive program verification, for software engineers with no prior experience in this field [14].
Kamkin et al. [10] suggest an approach to verify both ACSL annotated C code and the assembly code generated for this code. The goal of Asm3 is a bit different as it is made with a focus on handwritten assembly code. It is also not clear if the approach from Kamkin et al. scales to larger C methods. The C method resulting the largest number of instructions still resulted in just 32 instructions. The instructions of the RISC-V instruction set architecture used in this article generally have only one effect instead of several effects. Because of this the effect selection optimization described in this thesis would be somewhat less useful for the case described in the case study.

9 Conclusion

I have presented the Asm3 DSL for modeling assembly code in Why3 and implemented support for this language in a Why3 plugin containing its own VC generator. Compared to Why3’s WhyML language, this language allows for more succinct specifications for code working with statically addressed memory, such as registers. For the $64 \times 64$ bits Karatsuba multiplication routine, the optimizations the Asm3 plugin can apply during VC generation resulted in increased prover performance. Using these optimizations led to a significant increase in the number of goals that could be verified by multiple provers, as well as a decrease in verification times. The optimizations also seem to greatly improve how verification time scales with the number of verified instructions. Of the provers tested, the Z3 and Alt-Ergo provers were most affected by the optimizations. As the Asm3 plugin doesn’t contain any optimizations that are specifically geared towards verifying code containing multiplications, I expect these findings to hold up in general. Though the presented language and plugin currently lack too many features to be useful in most real-world applications, the language features and VC generation optimizations should be useful in many applications. While this thesis has focused on verifying the specifications of assembly code, the VC generation optimizations could also be applied when verifying code written in high-level languages.

The code of the Asm3 plugin can be found at https://gitlab.science.ru.nl/jmoerman/asm3-why3-plugin. The commit corresponding to the version presented in this thesis is abc89516314aff363d8eb474e86d8bec53b18fb3.
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Appendix

A Instruction definitions used in section 5

Listing 31: Definitions for flags in special register SREG

```haskell
type bit = <range 0 1>
weak_type rb_index = <range 0 8> (* To constrain indexes into SREG *)

(* variables (x: srbit) implicitly index mutable variable sreg *)
index srbit, sreg : rb_index, bit

(* Carry flag *)
let constant cf: srbit = 0

(* Zero flag *)
let constant zf: srbit = 1
```
Listing 32: Axiomatic definition of \textit{Add without Carry} instruction

\begin{verbatim}
val instr add (rd rr: reg)
writes { rd, cf, hf, sf, vf, nf, zf }
reads { rd, rr }
ensures Post_rd { $rd = mod (old ($rd + $rr)) 256 } 
ensures Post Cf { $cf = div (old ($rd + $rr)) 256 } 
ensures Post_hf {
    $hf = div (old ((mod ($rd) 16) + (mod ($rr) 16))) 16
}
ensures Post_sf { $sf = mod ($vf + $nf) 2 } 
ensures Post_vf {
    let rd7 = old ($rd) >= 128 in 
    let rr7 = old ($rr) >= 128 in 
    let r7 = mod (old ($rd + $rr)) 256 >= 128 in 
    $vf = if ( \ 
        (rd7 \ \ rr7 \ \ not r7) \ /
        ((not rd7) \ \ (not rr7) \ \ r7)
    ) then 1 else 0
}
ensures Post_nf { $nf = div (mod (old ($rd + $rr)) 256) 0x80 } 
ensures Post zf {
    $zf = if mod (old ($rd + $rr)) 256 = 0 then 1 else 0
}
may_alias { rd with rr }
\end{verbatim}

Listing 33: Axiomatic definition of \textit{Add with Carry} instruction

\begin{verbatim}
val instr adc (rd rr: reg)
writes { rd, cf, hf, sf, vf, nf, zf }
reads { rd, rr }
ensures Post_rd { $rd = mod (old ($rd + $rr + $cf)) 256 } 
ensures Post Cf { $cf = div (old ($rd + $rr + $cf)) 256 } 
ensures Post_hf {
    $hf = div (old ((mod ($rd) 16) + (mod ($rr) 16) + $cf)) 16
}
ensures Post_sf { $sf = mod ($vf + $nf) 2 } 
ensures Post_vf {
    let rd7 = old ($rd) >= 128 in 
    let rr7 = old ($rr) >= 128 in 
    let r7 = mod (old ($rd + $rr + $cf)) 256 >= 128 in 
    $vf = if ( \ 
        (rd7 \ \ rr7 \ \ not r7) \ /
        ((not rd7) \ \ (not rr7) \ \ r7)
    ) then 1 else 0
}
\end{verbatim}
ensures Post_nf { $nf = div (mod (old ($rd + $rr + $cf)) 256) 0x80 }  
ensures Post_zf { $zf = if mod (old ($rd + $rr + $cf)) 256 = 0 then 1 else 0 }  
may_alias { rd with rr }

Listing 34: Axiomatic definition of Multiply Unsigned instruction

val instr mul (rd rr: reg)  
writes { r0, r1, cf, zf }  
reads { rd, rr }  
ensures Post_r0 { $r0 = mod (old ($rd * $rr)) 256 }  
ensures Post_r1 { $r1 = div (old ($rd * $rr)) 256 }  
ensures Post_cf { $cf = div (old ($rd * $rr)) 0x8000 }  
ensures Post_zf { $zf = if old ($rd * $rr) = 0 then 1 else 0 }  
may_alias { r0, r1 with rd, rr }

Listing 35: Axiomatic definition of the Clear Register instruction

val instr clr (rd: reg)  
writes { rd }  
writes { sf, vf, nf, zf }  
ensures Post_rd { $rd = 0 }  
ensures Post_sf { $sf = 0 }  
ensures Post_vf { $vf = 0 }  
ensures Post_nf { $nf = 0 }  
ensures Post_zf { $zf = 1 }

B Observations made during the process of verifying the 64×64 karatsuba multiplication routine

The default SMT2 drivers used to generate the input for the CVC4 and Z3 provers, often performed poorly. Using the alternative “noBV” (no bitvector) driver\textsuperscript{22} for CVC4 1.4 often yielded much better results. This difference appears to be mainly caused by the way the \texttt{mod} and \texttt{div} functions are modeled in the resulting SMT2 prover input. When the default drivers are used for CVC4 and Z3 built in definitions for these functions are used while this isn’t the case when this driver is used.

This driver was needed to get CVC4 and Z3 to verify the proof goals generated for the preconditions of the load and store instructions. When verifying the proof goals generated for the assertions and postconditions the default drivers for both versions of Z3 performed significantly better. For these goals the default drivers of both versions of CVC4 performed similarly to the CVC4 noBV driver. Using that driver some proof goals could be verified that couldn’t be verified with the default drivers, but the reverse was also true.

C Asm3 code for the 64×64 Karatsuba multiplication routine

Code listing starts next page.

\textsuperscript{22}The driver file for this alternative is \texttt{cvc4.drv}.  
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module KaratAvr
use_why3 int.Int
use_why3 int.EuclideanDivision
use_why3 map.Map
use_why3 bv.BV8
use_why3 bv.Pow2int
use_why3 int.Abs

(* Lemmas for instructions modeled with bitvectors *)
lemma of_int_zeros: of_int 0 = zeros
lemma of_int_ones: of_int 0xFF = ones
lemma xor_0: forall w. 0 <= w < 256 -> t'int (bw_xor (of_int w) zeros) = w
lemma xor_1: forall w. 0 <= w < 256 -> t'int (bw_xor (of_int w) ones) = 255 - w
lemma or_0: forall w. bw_or zeros w = w

(* Lemmas for multiplications *)
lemma mul_bound_preserve:
  forall x y l. 0 <= x <= l -> 0 <= y <= l -> x*y <= l*l

(* necessary for goals Compute_L, Add_H_to_L_high1 and M_computation *)
lemma byte_mult_range:
  forall i j : int. -1 < i < 256 /\ -1 < j < 256 -> -1 < i*j <= 255*255

(** Program definitions ******************************************************)
weak_type byte = <range 0 255>
weak_type bit = <range 0 1>
weak_type rb_index = <range 0 7> (* To constrain indexes into SREG *)
weak_type reg_index = <range 0 31> (* To constrain the range of registers *)
index reg = create_index regs (reg_index, byte)
index srbit = create_index sreg (rb_index, bit)

(** Register definitions *****************************************************)
let constant rX: reg = 26
let constant rY: reg = 28
let constant rZ: reg = 30
let constant r0: reg = 0
let constant r1: reg = 1
let constant r2: reg = 2
let constant r3: reg = 3
let constant r4: reg = 4
let constant r5: reg = 5
let constant r6: reg = 6
let constant r7: reg = 7
let constant r8: reg = 8
let constant r9: reg = 9
let constant r10: reg = 10
let constant r11: reg = 11
let constant r12: reg = 12
let constant r13: reg = 13
let constant r14: reg = 14
let constant r15: reg = 15
let constant r16: reg = 16
let constant r17: reg = 17
let constant r18: reg = 18
let constant r19: reg = 19
let constant r20: reg = 20
let constant r21: reg = 21
let constant r22: reg = 22
let constant r23: reg = 23
let constant r24: reg = 24
let constant r25: reg = 25
let constant r26: reg = 26
let constant r27: reg = 27
let constant r28: reg = 28
let constant r29: reg = 29
let constant r30: reg = 30
let constant r31: reg = 31

(** SREG definitions ******************************************************)
(* carry flag *)
let constant cf: srbit = 0
(* T flag *)
let constant tf: srbit = 6
(* other flags are not modelled *)

(* MOV - Copy Register *)
val instr mov (rd rr: reg)
  writes { rd }
  reads { rr }
  ensures { $rd = old ($rr) }
  may_alias { rd with rr }

(* MOVW - Copy Register Word *)
val instr movw (rd rr: reg)
  writes { rd, rd+1 }
  reads { rr, rr+1 }
  requires { rd < 31 /\ rr < 31 }
  ensures { $rd = old ($rr) }
  ensures { $(rd+1) = old $(rr+1) }
  may_alias { rd with rr,rr+1 }
  may_alias { rd+1 with rr,rr+1 }

(* MUL - Multiply Unsigned *)
val instr mul (rd rr: reg)
  writes { r0, r1, cf }
  reads { rd, rr }
  ensures { $r0 = EuclideanDivision.mod (old ($rd * $rr)) 256 }
  ensures { $r1 = EuclideanDivision.div (old ($rd * $rr)) 256 }
  may_alias { r0 with rd,rr }
  may_alias { r1 with rd,rr }

(* ADD - Add without Carry *)
val instr add (rd rr: reg)
  writes { rd, cf }
  reads { rd, rr }
  ensures { $rd = EuclideanDivision.mod (old ($rd + $rr)) 256 }
  ensures { $cf = EuclideanDivision.div (old ($rd + $rr)) 256 }
  may_alias { rd with rr }

(* ADC - Add with Carry *)
val instr adc (rd rr: reg)
  writes { rd, cf }
  reads { rd, rr, cf }
  ensures { $rd = EuclideanDivision.mod (old ($rd + $rr + $cf)) 256 }
  ensures { $cf = - EuclideanDivision.div (old ($rd + $rr + $cf)) 256 }
  may_alias { rd with rr }

(* SUB- Subtract without Carry *)
val instr sub (rd rr: reg)
  writes { rd, cf }
  reads { rd, rr }
  ensures { $rd = EuclideanDivision.mod (old ($rd - $rr)) 256 }
  ensures { $cf = - EuclideanDivision.div (old ($rd - $rr)) 256 }
  may_alias { rd with rr }

(* SBC- Subtract with Carry *)
val instr sbc (rd rr: reg)
  writes { rd, cf }
  reads { rd, rr, cf }
  ensures { $rd = EuclideanDivision.mod (old ($rd - $rr - $cf)) 256 }
  ensures { $cf = - EuclideanDivision.div (old ($rd - $rr - $cf)) 256 }
  may_alias { rd with rr }

(* DEC- Decrement *)
val instr dec (rd: reg)
  writes { rd }
ensures { $rd = EuclideanDivision.mod (old ($rd) - 1) 256 }

(* CLR - Clear Register *)
val instr clr (rd: reg)
  writes { rd }
  ensures { $rd = 0 }

(* EOR - Exclusive OR *)
val instr eor (rd: reg) (rr: reg)
  writes { rd }
  reads { rd, rr }
  ensures { $rd = old (BV8.t'int (BV8 bw_xor (BV8.of_int ($rd)) (BV8.of_int ($rr)))) }

(* ASR - Arithmetic Shift Right *)
val instr asr (rd: reg)
  writes { rd, cf }
  ensures { let rdv = old ($rd) in 
            $rd = EuclideanDivision.div rdv 2 + 128 * EuclideanDivision.div rdv 128 }
  ensures { $cf = EuclideanDivision.mod (old ($rd)) 2 }

(* BST - Bit Store from Bit in Register to T Flag in SREG *)
val instr bst (rd: reg) (bit: rb_index)
  writes { tf }
  reads { rd }
  ensures { $tf = if BV8 nth (BV8.of_int ($rd)) bit then 1 else 0 }

function bitset (w: BV8.t) (b: int) (v: bool): BV8.t = 
  let mask = BV8 lsl (BV8 of_int 1) b in 
  if v then 
    BV8 bw_or w mask 
  else 
    BV8 bw_and w (BV8 bw_not mask)

(* BLD - Bit Load from the T Flag in SREG to a Bit in Register. *)
val instr bld (rd: reg) (bit: rb_index)
  writes { rd }
  ensures { $rd = BV8.t'int (bitset (BV8.of_int (old $rd)) bit (if ($tf) = 1 then true else false)) }

weak_type ram = map int byte

mutable val mem: ram

(* ST (STD) - Store Indirect From Register to Data Space using Index Y *)
val instr std (dst: reg) (ofs: reg_index) (rr: reg)
  writes { mem }
  reads { dst, dst+1, rr }
  requires { 32 <= ($dst...2) + ofs < Pow2int.pow2 16 }
  ensures { $mem = old ($mem)[($dst...2)+ofs <- $rr] }

(* LD - Load Indirect from data space to Register using Index X
*** LD Rd, X+ ***)
val instr ld_inc (dst src: reg)
  writes { dst, src, src+1 }
  reads { mem, src, src+1 }
  requires { 32 <= $src...2 < Pow2int.pow2 16-1 }
  ensures { $dst = old ((mem)[(mem[$src...2]+ofs <- $rr] ) }

(* LD (LDD)- Load Indirect from data space to Register using Index Y
*** LDD Rd, Y+q ***)
val instr ldd (dst: reg) (src: reg) (q: reg_index)
  writes { dst }
  reads { mem, src, src+1 }
  requires { 32 <= $src...2 + q < Pow2int.pow2 16 }
  ensures { $dst = old ($mem[$src...2 + q]) }

let entry["karatsuba64.asm"] karatsuba64
  requires { 32 <= $rX...2 < 32768 }
requires \{ 32 \leq rY...2 < 32768 \}
requires \{ 32 \leq rZ...2 < 32768 \}
writes \{ \text{mem, cf, tf, r0, r1, r2, r3, r4, r5, r6, r7, r8, r9, r10, r11, r12, r13, r14, r15, r16, r17, r18, r19, r20, r21, r22, r23, r24, r25, rX, rX+1, rY, rY+1 } \}
ensures \text{Result}_\text{at}_Z \{
\begin{align*}
& \text{let } i = rZ...2 \\
& \text{let } j = \text{old} (rX...2) \text{ in} \\
& \text{let } k = \text{old} (rY...2) \text{ in} \\
& \text{($\text{mem})[i]\ldots16 = \text{old} (((\text{mem})[j]\ldots8 \times ((\text{mem})[k]\ldots8))} \\
\end{align*}
\}
\ensures \text{Unchanged}_\text{memory} \{
\begin{align*}
& \text{let } i = rZ...2 \text{ in} \\
& \text{forall } x. x < i \lor x > i + 15 \rightarrow (\text{mem})[x] = \text{old} (\text{mem})[x] \\
\end{align*}
\}

\begin{align*}
\text{(* init rZero registers *)} \\
clr r20; \\
clr r21; \\
movw r16 r20; \\
\end{align*}
\begin{align*}
\text{(* read arguments A and B from SRAM *)} \\
\text{ld}\_\text{inc} r2 rX; \\
\text{ld}\_\text{inc} r3 rX; \\
\text{ld}\_\text{inc} r4 rX; \\
\text{ld}\_\text{inc} r5 rX; \\
\text{ldd} r6 rY r0; \\
\text{ldd} r7 rY r1; \\
\text{ldd} r8 rY r2; \\
\text{ldd} r9 rY r3; \\
\end{align*}
\begin{align*}
\text{label } L00 \text{ in} \\
\begin{align*}
& \text{begin} \\
& \text{ensures } \text{Compute}_\text{L} \{ r10\ldots8 = r2\ldots4 \times r6\ldots4 \} \\
& \text{mul r2 r8; (* a0*b2 *)} \\
& \text{movw r12 r0;} \\
& \text{mul r2 r6; (* a0*b0 *)} \\
& \text{movr r10 r0;} \\
& \text{mul r2 r7; (* a0*b1 *)} \\
& \text{add r11 r0;} \\
& \text{adc r12 r1;} \\
& \text{adc r13 r21;} \\
& \text{mul r3 r9; (* a1*b3 *)} \\
& \text{movw r14 r0;} \\
& \text{mul r2 r9; (* a0*b3 *)} \\
& \text{movw r18 r0;} \\
& \text{mul r3 r6; (* a1*b0 *)} \\
& \text{add r11 r0;} \\
& \text{adc r12 r1;} \\
& \text{adc r13 r18;} \\
& \text{adc r19 r21;} \\
& \text{mul r3 r7; (* a1*b1 *)} \\
& \text{add r12 r0;} \\
& \text{adc r13 r1;} \\
& \text{adc r19 r21;} \\
& \text{mul r4 r9; (* a2*b3 *)} \\
& \text{add r14 r19;} \\
& \text{adc r15 r0;} \\
& \text{adc r16 r3;} \\
& \text{mul r4 r8; (* a2*b2 *)} \\
& \text{movw r18 r0;} \\
& \text{mul r4 r6; (* a2*b0 *)} \\
& \text{add r12 r0;} \\
& \text{adc r13 r1;} \\
& \text{adc r14 r18;} \\
& \text{adc r19 r21;} \\
& \text{mul r3 r8; (* a1*b2 *)} \\
& \text{add r13 r0;} \\
& \text{adc r14 r1;} \\
\end{align*}
\end{align*}
adc r19 r21;
mul r5 r9; (* a3*b3 *)
add r15 r19;
adc r16 r0;
adc r17 r1;

mul r5 r7; (* a3*b1 *)
movw r18 r0;
mul r4 r7; (* a2*b1 *)
add r13 r0;
adc r18 r1;
adc r19 r21;

mul r5 r6; (* a3*b0 *)
add r13 r0;
adc r18 r1;
adc r19 r21;

mul r5 r8; (* a3*b2 *)
add r14 r18;
adc r0 r19;
adc r1 r21;
adc r15 r1;
adc r16 r1;
adc r17 r21;

end;

(*    load a4..a7 and b4..b7    *)
ldd r22 rY 4;
ldd r23 rY 5;
ldd r24 rY 6;
ldd r25 rY 7;
movw r28 r20;
ld_inc r18 rX;
ld_inc r19 rX;
ld_inc r20 rX;
ld_inc r21 rX;
movw r26 r28;
std rZ 0 r10;
std rZ 1 r11;
std rZ 2 r12;
std rZ 3 r13;

label L11 in
begin
ensures M_factors_computation { (* compute the factors |A_l - A_h| and |B_l - B_h| *)
let a = old ($r2...4) in
let b = old ($r18...4) in
let c = old ($r6...4) in
let d = old ($r22...4) in
(if $tf = 0 then 1 else -1)*($r2...4*$r6...4) = (a - b)*(c - d) (*
transformations: eliminat_if, split *)
by
($tf = 0 <-(a - b) < 0 <-(c - d) < 0) /
($r2...4*$r6...4 = Abs.abs ((a - b)*(c - d))
by ((
$sr2...4 = Abs.abs (a - b) /
$sr6...4 = Abs.abs (c - d) /
( Abs.abs (a - b) * Abs.abs (c - d) = Abs.abs ((a - b) * (c - d)) by (forall x y. Abs.abs x * Abs.abs y = Abs.abs (x*y)
)
)
)
)) using neg_mult_is_pos (* transformations: split(_right) until reaching sub-goals *)
label B in
(* subtract a0 a4 *)
sub r2 r18;
348  sbc r3 r19;
349  sbc r4 r20;
350  sbc r5 r21;
351  (* 0xff if carry and 0x00 if no carry *)
352  sbc r0 r0;
353  (* 0xff if carry and 0x00 if no carry *)
354  sub r6 r22;
355  sbc r7 r23;
356  sbc r8 r24;
357  sbc r9 r25;
358  assert { $r0 = if ($r2...4 < $r18...4) at B then 0xFF else 0x00 };  
359  assert { $r1 = if ($r6...4 < $r22...4) at B then 0xFF else 0x00 };
360  (* absolute values *)
361  eor r2 r0;
362  eor r3 r0;
363  eor r4 r0;
364  eor r5 r0;
365  eor r6 r1;
366  eor r7 r1;
367  eor r8 r1;
368  eor r9 r1;
369  sub r2 r0;
370  sbc r3 r0;
371  sbc r4 r0;
372  sbc r5 r0;
373  sub r6 r1;
374  sbc r7 r1;
375  sbc r8 r1;
376  sbc r9 r1;
377  assert { $tf = if (($r0) = 0xFF) then 1 else 0 };  
378  assert { $tf = if (an \ bor bn) \ not (an \ bor bn) then 1 else 0  
379  assert neg_mult_is_pos { forall x y. x < 0 \ y < 0 -> x*y > 0};
380  (* useful as (tf = 0) <-> xv < 0 <-> yv < 0 *)
381  assert tf_abs_property {
382    forall x y. x * y = if (x < 0 <-> y < 0) then
383      Abs.abs (x * y) else
384      - Abs.abs (x * y)
385  }; (* Proving general property in clean proof context *)
386  assert {
387    let xv = ($r2...4 - $r18...4) at B in
388    let yv = ($r6...4 - $r22...4) at B in
389    xv * yv = if (xv < 0 <-> yv < 0) then
390      Abs.abs (xv * yv) else
391      - Abs.abs (xv * yv)
392    use tf_abs_property;
393  end;
394  ensures Add_H_to_L_high1 { $r14...4::$r28...2::$r18...2 = old (($r14...4) + $r18...4*$r22...4) }
395  (* compute h (14 15 16 17) *)
396  mul r18 r22;
397  add r14 r0;
398  adc r15 r1;
399  adc r16 r26;
400  adc r29 r26;
begin
  mul r18 r23;
  add r15 r0;
  adc r16 r1;
  adc r29 r26;
  mul r19 r22;
  add r15 r0;
  adc r16 r1;
  adc r29 r26;
  mul r18 r24;
  add r16 r0;
  adc r17 r1;
  adc r28 r26;
  mul r19 r23;
  add r16 r0;
  adc r17 r1;
  adc r28 r26;
  mul r20 r22;
  add r16 r0;
  adc r17 r1;
  adc r28 r26;
  clr r29;
  mul r18 r25;
  add r17 r0;
  adc r28 r1;
  mul r19 r24;
  add r17 r0;
  adc r28 r1;
  mul r20 r23;
  add r17 r0;
  adc r28 r1;
  mul r21 r22;
  add r17 r0;
  adc r28 r1;
  mul r20 r25;
  movw r18 r26;
  add r28 r0;
  adc r29 r1;
  mul r21 r23;
  add r28 r0;
  adc r29 r1;
  mul r20 r26;
  add r28 r0;
  adc r29 r1;
  mul r20 r25;
  add r29 r0;
  adc r18 r1;
  mul r21 r24;
  add r29 r0;
  adc r18 r1;
  mul r21 r25;
  add r18 r0;
  adc r19 r1;
end;
begin
ensures M_computation { $r20\ldots6::r2\ldots2 = \text{old} \ (r2\ldots4 \times r6\ldots4) $

(* compute m *)

mul r2 r6;
movw r20 r0;

mul r2 r7;
add r21 r0;
adc r22 r1;
mul r3 r6;
add r21 r0;
adc r22 r1;
adcr23 r26;

mul r2 r8;
add r22 r0;
adc r23 r1;
adcr24 r26;

mul r3 r7;
add r22 r0;
adcr23 r3;
adcr24 r26;

mul r4 r6;
add r22 r0;
adcr23 r1;
adcr24 r26;

mul r2 r9;
add r23 r0;
adcr24 r3;
adcr25 r26;

mul r3 r8;
add r23 r0;
adcr24 r1;
adcr25 r26;

mul r4 r7;
add r23 r0;
adcr24 r1;
adcr25 r26;

mul r5 r6;
add r23 r0;
adcr24 r0;
adcr25 r1;
adcr25 r26;

mul r3 r9;
movwr2 r26;
add r24 r0;
adcr25 r1;
adcr25 r27;

mul r4 r8;
add r24 r0;
adcr25 r1;
adcr2 r27;

mul r5 r7;
add r24 r0;
adcr25 r1;
adcr2 r27;

mul r4 r9;
movwr2 r26;
add r25 r0;
adcr25 r1;
adcr r2 r27;

mul r5 r8;
add r25 r0;
adcr2 r1;
adcr r3 r27;

mul r5 r9;
add r2 r0;
adc r3 r1;
end;

begin
ensures Add_H_to_L_high2 { $r10...8::$cf = old($r10...8 + $r14...4:$r28...2:$r18...2) }
(*    add l4 h0 to l0 and h4    *)
add r10 r14;
adc r11 r15;
adc r12 r16;
adc r13 r17;
adc r14 r28;
adc r15 r29;
adc r16 r18;
adc r17 r19;
(* store carry in r26 *)
end;

begin
ensures Correct_M_sign { $r20...6:$r2...2 = (if $cf = 1 then 1 else 0)*Pow2int.pow2 64 - 1 - (($r2...4 - $r18...4)*($r6...4 - $r22...4)) at L11}
ensures Carry_value { let cor = $r26 + (Pow2int.pow2 8 + Pow2int.pow2 16 + Pow2int.pow2 24) * $r0 in cor = (old $cf) - $cf \ cor = Pow2int.pow2 32 + (old $cf) - $cf }

(*    process sign bit      *)
label B in
bld r27 0;
assert { $r27 = $tf by $r27 at B = 0 };
dec r27;
assert { $r27 = 0xFF*(1 - $tf) };

(* merge carry and borrow *)
adc r26 r27;
mov r0 r26;
asr r0;

label B in
(* invert all bits or do nothing *)
eor r20 r27;
eor r21 r27;
eor r22 r27;
eor r23 r27;
eor r24 r27;
eor r25 r27;
eor r2 r27;
eor r3 r27;
assert ($r27 = 0xFF -> ( $r3 = 255 - $r3 at B \ $r2 = 255 - $r2 at B \ $r25 = 255 - $r25 at B \ $r24 = 255 - $r24 at B \ $r23 = 255 - $r23 at B \ $r22 = 255 - $r22 at B \ $r21 = 255 - $r21 at B \ $r20 = 255 - $r20 at B ))};
assert ($r27 = 0 -> ( $r3 = $r3 at B \ $r2 = $r2 at B \ $r25 = $r25 at B \ $r24 = $r24 at B \ $r23 = $r23 at B \ $r22 = $r22 at B \ $r21 = $r21 at B \ $r20 = $r20 at B ));
add r27 r27; (* sets carry flag if r27 = 0xff *)
end;
begin
ensures Add_M { $r10...8::$r28...2::$r18...2::$cf = old($cf + $r10...8::$r28...2::$r18...2 + $r20...6::$r2...2 + Pow2int.pow2 64*(r26 + (Pow2int.pow2 8+Pow2int.pow2 16+Pow2int.pow2 24) * $r0)) } 

(* add in m *)
adc r10 r20;
adc r11 r21;
adc r12 r22;
adc r13 r23;
adc r14 r24;
adc r15 r25;
adc r16 r2;
adc r17 r3;

(* propagate carry/borrow *)
adc r28 r26;
adc r29 r0;
adc r18 r0;
adc r19 r0;

end

assert L11_product_limits { 
let a = ($r2...4::$r18...4) at L11 in 
let b = ($r6...4::$r22...4) at L11 in 
let c = Pow2int.pow2 64-1 in 
0 <= a * b <= c*c by (0 <= a <= c /\ 0 <= b <= c) 
}; (* transformations: rewrite pow2_64, split, split *)

assert Mult_after_L11 { 
$r10...4 at L11::$r10...8::$r28...2::$r18...2 = 
( $r2...4::$r18...4 * $r6...4::$r22...4 ) at L11 
};

std rZ 4 r10;
std rZ 5 r11;
std rZ 6 r12;
std rZ 7 r13;
std rZ 8 r14;
std rZ 9 r15;
std rZ 10 r16;
std rZ 11 r17;
std rZ 12 r28;
std rZ 13 r29;
std rZ 14 r18;
std rZ 15 r19
end
D  A possible approach for extending Asm3 with support for branching

I propose to extend Asm3 with two additional annotations. One annotation would allow the user to specify how an instruction or macro continues execution. Another annotation should allow the user to specify what happens if a jump from outside the macro to a label inside the macro occurs. If a macro contains a jump to an assembly label present in its body this jump can be modeled. Modeling jumps forwards would be similar to modeling conditional statements, while modeling jumps backwards would be similar to modeling loops. The biggest difference with normal conditional statements and loops is that the branches and loop bodies might themselves contain jumps, as well as labels that can be jumped to.

To generate provable VCs for code containing jumps some additional annotations would be required. If the code jumps forwards no additional annotations would be required. However, if the code jumps to an earlier instruction the user would need to provide a loop variant and invariant. In this case the user would also need to specify on which conditions it would jump to a later instruction, should this be possible. An example of how something like this might look is given in listing 36. This listing demonstrates how a user might annotate code containing jumps and labels that can be jumped to, however, it isn’t a good example of how real code containing jumps might look like. Listing 37 gives a more realistic example how real code modeled in Asm3 could look like. Proving the specification of this code would be very similar to proving the specification of the WhyML code from listing 38.

Listing 36: Rough example of how jumps could be implemented in a future version of Asm3

```asm
let label label1 = "A"
let label label2 = "B"

let macro jump_example1 ( label3 : label )
  reads { ... }
  writes { ... }
  /* Pre- and postconditions for execution starting anywhere within
     jump_example1 */
  requires[] { $r1 = 0 }
  ensures[] { ... }
  ensures[] { old $5 <> 37 -> $r18 = old $r18 - 1 }
  /* after jump_example1 finishes, execution continues at label3 if
     * the value stored in r5 is equal to 37,
     * or at label1 if the value stored in r18 is not 0. */
  jumps_to[label1] { $r5 <> 37 /\ $r18 > 0 }
  jumps_to[label3] { $r5 = 37 }
  — asm_label label2 in (* inserts the label label2 in front of the next
  instruction *)
  ... (* Some useful operations *)
  cpi r5 37;
  breq label3; (* conditional jump to label3 *)
  dec r18;
  cp r18 r1;
  brne label1

let macro jump_example2 ( label3 : label )
  reads { ... }
  writes { ... }
  /* Specification for execution starting at the start of this macro */
  requires { ... }
  ensures { ... }
  /* Specification for execution starting at label1 */
```
Listing 37: An example of how an AVR assembly implementation of 8 bits fibonacci might look if modeled in Asm3 extended with support for jumps.

```plaintext
let macro avr_fib (n current : reg) (prev temp i : reg) (loop next_l : label)
requires { fib $n < 256 }
ensures { $current = fib $n }
jumps_to[next_l] { true } =
  clr current;
cpi n 0;
breq next_l;
clr prev;
inc current;
ldi i 2;
cp i n;
brsh next_l;
asm_label loop in
  mov temp current;
  add current prev;
  mov prev temp;
  inc i;
cp i n;
brlo loop with
  | loop
    variant { 255 - $i }
    invariant { $n >= $i - 1 \ \& \ \$i > 2 }
    invariant { $current = fib ($i - 1) }
    invariant { $prev = fib ($i - 2) };
jmp next_l
```

Listing 38: WhyML code for which roughly the same proof goals would be generated as for the Asm3 code from listing 37.

```plaintext
let byte_ref_fib (n: byte) (current prev temp i: ref byte) : unit
requires { fib n < 256 }
ensures { !current = fib n } =
current := (0: byte); (* clr current *)
if not to_int n = 0 then begin (* cpi current 0; breq next_l *)
  prev := (0: byte); (* clr prev *)
current := !current + (1: byte); (* inc current *)
```
i := (2: byte); (* ldi i 2 *)
if not to_int n < to_int !i then begin (* cpi i n; brsh next_l *)
  temp := !current; (* mov temp current *)
  current := !current + !prev; (* add current prev *)
  prev := !temp; (* mov prev temp *)
  i := !i + (1: byte); (* inc i *)
  while to_int n >= to_int !i do (* cpi i n; brlo loop *)
    variant { 255 - !i }
    invariant { n >= !i - 1 \ !i > 2 }
    invariant { !current = fib (!i - 1) }
    invariant { !prev = fib (!i - 2) }
    temp := !current; (* mov temp current *)
    current := !current + !prev; (* add current prev *)
    prev := !temp; (* mov prev temp *)
    i := !i + (1: byte); (* inc i *)
  done
end
end
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