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Abstract

This thesis presents SpanMarker, a span-level Named Entity Recognition (NER) model that
aims to improve performance while reducing computational requirements. SpanMarker leverages
special marker tokens and utilizes BERT-style encoders with position IDs and attention mask
matrices to capture contextual information effectively. Compared to prior work, the model incor-
porates key modifications to improve computational efficiency, such as reducing token padding
and simplifying the feature vector. Experimental results demonstrate that SpanMarker achieves
state-of-the-art performance on benchmark datasets, including CoNLL03 and FewNERD, while
significantly reducing training time compared to existing models. The SpanMarker library has
been released as a user-friendly Python module, and is integrated into the Hugging Face Hub for
easy sharing, testing, and deployment. This thesis additionally emphasizes the importance of
reporting means and standard errors for empirical evaluation. The source code, training scripts,
and published models are all available at https://github.com/tomaarsen/SpanMarkerNER.

https://github.com/tomaarsen/SpanMarkerNER
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1. Introduction

Named Entity Recognition (NER) is a fundamental task in Natural Language Processing (NLP)
that involves identifying and classifying named entities, such as person names, locations, organi-
zations, and dates, within text documents. Accurate NER is crucial for numerous downstream
NLP applications, including information extraction, question answering, sentiment analysis, and
machine translation. Over the years, various NER models have been developed, ranging from
rule-based systems to advanced deep learning architectures.

Traditionally, NER has been approached as a token-level problem, focusing on individual tokens
without considering their relationships. However, in recent years, span-level NER has gained
significance due to its ability to capture the contextual information around the named entities,
leading to improved performance in downstream tasks. Existing approaches for span-level NER
often involve the use of complex architectures [57] or sophisticated pretraining techniques [53],
which are computationally expensive and require substantial amounts of training data.

This thesis presents a novel NER model and Python library called SpanMarker, which aims to
address the challenges of span-level NER while maintaining a simpler architecture. SpanMarker
leverages special marker tokens fed to an underlying encoder model that “observe” specific text
spans. This approach considers numerous spans from a text per forward pass of the underly-
ing encoder, all while using each marker token embedding for only one span. Much previous
work uses token embeddings for multiple spans [57, 60], requiring the embeddings to represent
different labels when combined with other token embeddings. The flexibility required by these
embeddings in previous work limits the potential performance, and SpanMarker unlocks this
improved performance by requiring each embedding to represent only one span and thus only
one label.

The main contributions of this thesis are as follows:

1. I propose SpanMarker, a new approach for span-level Named Entity Recognition that
achieves competitive performance while minimizing computational requirements.

2. I design, implement and open source my approach into a usable and approachable Python
library, effectively reducing the gap between state of research and state of practice.

3. I integrate SpanMarker into the Hugging Face hub1, allowing SpanMarker models to be
easily shared, tested online, and deployed into production.

4. I evaluate SpanMarker on standard NER benchmark datasets and compare its performance
both against state-of-the-art and state-of-practice NER models.

5. I compare the training times of SpanMarker models with those of prior state-of-the-art
approaches.

6. I conduct a comprehensive ablation study to assess the impact of different components
and design choices in the SpanMarker model. Additionally, I perform several experiments
incorporating design choices from previous works.

7. I provide case studies to demonstrate the effectiveness of SpanMarker compared to com-
monly used alternatives.

1https://huggingface.co/

3

https://huggingface.co/


1.1. Task formulation

The remainder of this thesis is organized as follows: Section 1.1 formulates the NER task,
followed by preliminaries in Section 1.2. Section 1.3 wraps up the introduction with a review of
relevant related work. Chapter 2 presents the methodology of the SpanMarker model. Section
3.1 describes the experimental setup, including datasets, evaluation metrics, and baseline models
for comparison. Section 3.2 discusses the experimental results, including a detailed analysis.
Chapter 4 concludes the paper, followed by Chapter 5 which describes the published SpanMarker
Python library. Finally, Chapter 6 proposes future directions for improving span-level NER using
the SpanMarker model.

1.1 Task formulation

Given a text document or a sequence of words X = {x1, x2, . . . , xn}, the task of Named Entity
Recognition (NER) involves identifying and classifying named entities within the text into pre-
defined categories. The goal is to assign a label Y = {y1, y2, ..., ym} to spans (or n-grams) of
words in the input sequence, indicating the specific entity category to which it belongs.

Formally, the task can be defined as follows:

• Input: Text sequence: X = {x1, x2, ..., xn}, where xi represents the i-th word in the text.

• Output: A list of entities each consisting of three elements:

1. Span start index i,

2. Span end index j with j ≥ i,

3. Label yk representing the k-th label in Y , the predefined list of entity categories.

For each entity in the output, the label yk is assigned to the subsequence of words
{xi, xi+1, . . . , xj−1, xj}.

1.1.1 Objective

The objective of the NER task is to learn a mapping function f that takes the input text sequence
X as input and produces the corresponding list of entities as output. The function f should
accurately identify the boundaries of named entities and correctly assign entity labels to the
corresponding tokens in the input text.

1.1.2 Training Data

A labeled dataset is required to train any NER model, consisting of a collection of texts, where
each text is annotated with the corresponding entity labels. The annotations indicate the bound-
aries of the named entities within the text and their respective categories. Several standards
for annotating these boundaries exist, many of which prefix the label categories with a specific
character.

The most common format is the IOB2 labeling scheme, which adds an “O” (outside) label
and prefixes all entity categories with “I” (inside) and “B” (begin). For example, when annotat-
ing for a NER problem containing the “PER” (person), “ORG” (organisation), “LOC” (location)
and “MISC” (miscellaneous) labels, the IOB2 labeling scheme requires the following labels: “O”,
“I-PER”, “B-PER”, “I-ORG”, “B-ORG”, “I-LOC”, “B-LOC”, “I-MISC” and “B-MISC”.

In practice, “B”-prefixed labels are used for the first words of all entities, while “I”-prefixed
labels are used for all other words that are a part of a named entity. This labeling scheme allows
two adjacent entities to be annotated with clarity on which words belong to which entity. If only
the original labels was used, this would not be possible.
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1.2. Preliminaries

A sample that uses this labeling scheme may look like this:

1 John B-PER

2 Smith I-PER

3 works O

4 at O

5 Microsoft B-ORG

6 Research I-ORG

7 in O

8 Redmond B-LOC

9 . O

Other labeling schemes are used in practice too, such as IOB [35], BIOES (Begin, Inside, Outside,
End, Singular) and BILUO (Begin, Inside, Last, Unit, Outside) [13]. These are all equally
descriptive as IOB2.

1.1.3 Evaluation

The performance of NER models is typically evaluated using precision, recall, and F1 score,
calculated at the entity level, while ensuring correct span boundaries. This mirrors the evaluation
used in the CoNLL 2003 [43] task. In practice, evaluation is performed using the seqeval [29]
Python package, from which micro-F1 is most commonly reported.

1.2 Preliminaries

1.2.1 Encoder Models

Encoder models play a fundamental role in various tasks by transforming input text into mean-
ingful representations. Encoder models are responsible for capturing the semantic, syntactic, and
contextual information embedded in the input text. Examples include the BERT-based encoders,
such as the original BERT [9] model or its variants, like RoBERTa [23] and DeBERTa [11, 12].

These are models that produce contextual word embeddings, also known as contextualized repre-
sentations. Unlike traditional word embeddings (e.g., word2vec [27], GloVe [31], fastText [4, 16],
or Senna [7]), which provide fixed representations for words, BERT produces word embeddings
that are sensitive to the context in which the word appears. The contextual word embeddings
capture fine-grained information about each word its meaning and how it interacts with the
surrounding words in the sentence.

Notably, BERT-based encoders can be fine-tuned on specific downstream tasks. Fine-tuning in-
volves training a pretrained model on task-specific labeled data, allowing it to adapt its learned
representations to the task at hand. This leads to competitive performance on a wide range
of NLP tasks, even with limited labeled data. For this reason, the majority of modern NER
approaches rely on a BERT-style encoder model.

1.2.2 Words Versus Tokens

BERT-based encoder models typically operate at the token level rather than the word level.
These models use a process called tokenization to break down the input text into smaller units
called tokens. Tokens often correspond either to words or subwords, therefore tokens do not
always align one-to-one with traditional linguistic words. Furthermore, BERT-style encoders
work with token or input IDs, which are integer representations of the tokens.
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1.2.3 Special Tokens

BERT-based encoders use special tokens to provide additional information to the model. These
tokens include the “[CLS]” (classification) token, which is prepended to the input and represents
the aggregate representation of the whole sequence for downstream tasks, and the “[SEP]”
(separator) token, used to separate two different sentences in tasks like sentence pair classification
or text generation. These special tokens help BERT understand the sentence structure and help
with specific tasks during training and inference. When finetuning, users have the freedom to
specify additional special tokens for custom use cases.

1.2.4 Position IDs

Position IDs are used to encode the positional information of tokens in a sequence. Since BERT
operates on fixed-size input sequences, it needs to understand the relative positions of tokens
within the sequence to capture their relationships. Position IDs assign a unique identifier to each
token in the input sequence based on its position. These identifiers are typically integer values
that range from 0 to the maximum sequence length. BERT-style models rely on these position
IDs to learn contextual representations that capture positional dependencies.

1.2.5 Attention Mask Matrices

In BERT-based encoders, attention mask matrices can be used to affect the contextual relation-
ships within the input sequence. These matrices represent the attention weights assigned to each
pair of tokens, indicating the relevance and importance of one token to another.

The attention matrices allow BERT to dynamically focus on relevant tokens, capture long-range
dependencies, and model token interactions effectively. Additionally, it allows BERT-based en-
coders to prevent sections of input from interacting with each other through attention.

1.3 Related Work

1.3.1 Named Entity Recognition

The field of NLP has undergone a paradigm shift, moving away from static word embeddings
such as word2vec [27], GLoVe [31], and fastText [4, 16], towards the adoption of context-sensitive
embeddings [32] and pretrained encoders [6, 8, 9, 11, 12, 18, 23]. Furthermore, whereas NER
was previously approached as a token-level sequence labeling task [1, 5, 9, 13, 14, 17, 26, 32,
34, 36, 45, 49, 59], recent advancements have shifted the focus towards span-level classification
approaches [19, 20, 30, 53, 55, 57, 60].

Certain approaches in span-based methods initially extract spans through enumeration [25, 40,
55] or by identifying boundaries [41, 59], followed by classifying each individual span. The latter
can be decomposed into two separate stages [37]. Moreover, external knowledge can be incor-
porated into models through various means, such as leveraging corpora like WordNet [28] [46],
knowledge graphs [33, 58], or search engines [49]. Additionally, certain models adopt entity-
related pretraining methods, which involve incorporating knowledge from Wikipedia’s anchor
texts [47, 53].

Various models also present unconventional solutions, such as considering NER as a depen-
dency parsing task [56] or applying contrastive learning [21, 57]. NER can also be considered a
generative sequence-to-sequence problem [42, 54] or solved via a diffusion process [39].

1.3.2 Span embeddings

Span-level models in the literature employ various approaches to generate span embeddings.
The most widely adopted technique is the concatenation of token embeddings [15, 57, 60]. This
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method typically involves concatenating the embeddings of the tokens at the start and end of
the span, sometimes accompanied by a span length embedding [57, 60]. However, a critical
limitation of this approach is the inability to capture the embeddings of tokens located between
the start and end of the span, potentially leading to a decrease in performance, particularly
for longer spans. Another variant of this technique involves aggregating all token embeddings
within a span into a single embedding, commonly accomplished through mean or weighted mean
calculations [15].

A different approach involves placing solid marker tokens [2] inside of the input text, one marker
token before and one marker token after the span. A combination of the embeddings of these
tokens are then used as the embedding of the span that they encompass. However, pretrained
context-sensitive encoders will not be familiar with these tokens, and thus may have degraded
language modeling performance. Moreover, this approach requires one forward pass of an encoder
for each span, resulting in high computational costs.

Alternative approaches utilize levitated markers, which are tokens placed after the input text
tokens [55, 60]. These methods employ a pair of levitated markers for each span, with their
positions aligned to the start and end tokens of the respective span. By leveraging the attention
mask matrix, these marker pairs can interact with both the text tokens and the pair partner,
while remaining invisible to the text tokens and the other levitated marker pairs. This approach
effectively addresses the limitations associated with the solid marker token strategy.

In their work, Ye et al. [55] propose the Packed Levitated Marker (PL-Marker) approach to pack
levitated marker pairs together for all spans within a text. Because the BERT-style encoders
utilized in PL-Marker suffer from quadratic complexity, it is important to keep the input size
small. As a result, PL-Marker splits its spans into separate groups of 256 levitated tokens, each
passed alongside the text tokens through the encoder.

While careful grouping has been employed in PL-Marker to enhance training and inference
speeds, the model still suffers from time inefficiencies. This work proposes an adaptation of
PL-Marker called SpanMarker to address these limitations. Key modifications are introduced,
including reducing token padding and simplifying the feature vector, to enhance the efficiency of
SpanMarker. Furthermore, SpanMarker is implemented in a Python library, making it accessible
to practitioners working with diverse datasets. By addressing these challenges and providing an
easy to use implementation, SpanMarker aims to offer an improved solution for efficient and
practical NER tasks.
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2. Methodology

2.1 Concept

In many prior approaches to NER, span embeddings are computed by concatenating token em-
beddings from the first and last tokens of all spans [57, 60]. While computationally efficient, this
approach necessitates the use of all token embeddings in multiple spans, possibly with varying
labels. Consequently, the downstream classifier must discern the intricate relationships between
the token embeddings comprising each span embedding.

To address this limitation, SpanMarker introduces a restriction requiring each token embed-
ding to be used in only one span embedding. This is achieved by introducing a pair of special
“<start>” and “<end>” marker tokens for each individual span. The start marker token serves
to observe the first token within the span, while the end marker token observes the last token
of the last word in the span.

By employing this approach, the resulting span embeddings are not composed of the embeddings
of the text tokens themselves, but rather the embeddings of the observing start and end markers.
Importantly, these span embeddings offer improved classification capabilities. This is because
the marker embeddings uniquely correspond to a single span with a single label, as opposed to
being associated with multiple spans that may have different labels.

2.2 Preprocessing

SpanMarker is initialized using an encoder language model, such as BERT [9], RoBERTa [23],
ELECTRA [6], or DeBERTa [11, 12]. During the preprocessing stage, the tokenizer associated
with the chosen encoder is applied on a word sequence consisting of m words, denoted as w1, w2,
. . . , wm. This process yields a token sequence comprising n tokens, represented as t1, t2, . . . , tn.
It is important to note that some words require multiple tokens due to the limited vocabulary
of these tokenizers, resulting in n often being greater than m.

Depending on the specific tokenizer utilized, the token sequence is wrapped with one special
token at the beginning and end, such as “[CLS]” and “[SEP]”, or “<s>” and “</s>”. To illus-
trate, Example 2.2.1 introduces a recurring example to be used throughout this thesis.

Example 2.2.1 Consider the scenario where SpanMarker is initialized using a RoBERTa en-
coder and is given a word sequence “Andorra is located between France and Spain.”, with 8
words including the period. Then, the corresponding tokenized sequence has a length of 12 and
consists of these tokens: “<s>”, “ And”, “or”, “ra”, “ is”, “ located”, “ between”, “ France”,
“ and”, “ Spain”, “.”, and “</s>”. These tokens correspond to these input (token) IDs: [ 0,

178, 368, 763, 16, 2034, 227, 1470, 8, 2809, 4, 2].

2.2.1 Spans

SpanMarker considers all possible spans (or n-grams) of words up until a predefined maximum
entity length, for example up to 8 words. A span is considered valid if it does not contain more
words than the maximum entity length allows. With a maximum entity length of 8 and the text
from Example 2.2.1, SpanMarker considers 36 distinct spans, enumerated in Listing A.1.

8



2.2. Preprocessing

2.2.2 Span Markers

One start marker and one end marker must be defined for each of the spans. Together, these
are called a span marker pair. These markers are added as special tokens with texts “<start>”
and “<end>” to the vocabulary of the tokenizer that corresponds with the current encoder.

2.2.3 Position IDs

It is crucial for the start and end markers from a span marker pair to be able to “observe” the
tokens that correspond with the span. SpanMarker utilizes position IDs for this. Figure 2.1
shows how the position IDs are defined for Example 2.2.1. Please note the following:

1. For normal tokens, position IDs for RoBERTa range between [2, num tokens + 1], while
1 is used for padding [23]. Consequently, position IDs 0 and 1 are not used in the figure.

2. For example, the first span marker pair has position IDs 3 and 5, corresponding with “ And”
and “ra”. Thus, this span marker pair refers to the span “ Andorra”. Subsequently, the
second pair has position IDs of 3 and 6, referring to “ And” and “is” and thus the span of
“ Andorra is”. This repeats for all span marker pairs.

3. There are no start markers for position IDs 4 and 5 because these refer to tokens “or” and
“ra”, which are not starts of words. Similarly, there are no end markers for positions 3
and 4, which correspond to “ And” and “or”, as these are not ends of words.

text tokens
start markers

end markers

position IDs

Figure 2.1: The position IDs of text tokens and span markers. Through the position IDs, the
span markers can “observe” the token with the matching position ID. The y-position of the black
squares determines the position ID value, so the figure shows a text token position ID vector of
[2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. This sample is created using Example 2.2.1.

2.2.4 Distributing Tokens Efficiently

To preserve computational efficiency with the underlying encoder that scales quadratically to
the size of the input length, a maximum length must be defined. This maximum length consists
of two values:

1. Maximum token length: The number of tokens reserved for text tokens. Generally, this is
equivalent to the maximum token length of the tokenizer. For example, for RoBERTabase
this is 512 tokens. Crucially, unused tokens in this reserved space will be filled with
span markers before padding is applied. This efficient use of space differs from previous
approaches [55].

2. Maximum marker length: The number of tokens exclusively reserved for span markers or
padding. If there are more text tokens than the maximum token length, the text tokens
do not overflow into the span marker reserved section, but they are simply truncated.
Common values of this maximum marker length are 128 or 256.

All input and position IDs used in SpanMarker will have a length of max tokens + max markers.
Depending on the input text, the text tokens and all span markers may not fit within this
space. Figure 2.2a demonstrates how tokens are distributed in samples when the text tokens fit
comfortably within the reserved area, leaving space to accommodate span markers. In contrast,
Figure 2.2b illustrates a situation where not all span markers can be represented in a single
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2.2. Preprocessing

sample. As a result, a second sample is created to place the remaining span markers. Notably,
the text tokens remain identical across both samples.

text tokens
start markers

end markers
padding

position IDs

maximum token length maximum marker length

(a) Position IDs for a short text sample with a tiny maximum token length of 64 and a small maximum
marker length of 32. The sample is created using Example 2.2.1.

text tokens
start markers

end markers

position IDs

text tokens
start markers

end markers
padding

position IDs

(b) Position IDs for a longer text sample with a tiny maximum token length of 64 and a small maximum
marker length of 32. Due to lack of space, this sample must be spread out between multiple vectors.
The example text is “Andorra is a landlocked country located between France and Spain.”.

Figure 2.2: Distribution of text and span marker tokens in samples that are ready to be passed
to the SpanMarker model.

Document-level Context

While NER benchmarks commonly involve isolated sentences without any contextual informa-
tion, real-world scenarios often require NER models to process sentences within a broader con-
text. To support this, the SpanMarker library (introduced in Chapter 5) implements document-
level context, an approach that incorporates adjacent sentences as context during training and
inference to improve model performance.

When using document-level context, each sentence provided to the model during training and
inference must be accompanied by two identifiers: a document identifier and a sentence iden-
tifier. The former serves to identify which document the sentence belongs to, while the latter
indicates the position of the sentence within the document.

Only sentences originating from the same document are considered for contextual information.
Users have the flexibility to set a limit on the number of sentences to be included as context.
There is no limit imposed by default, allowing the inclusion of as much context as is available
until the maximum token length is reached.

Even with the inclusion of additional text tokens, the span marker pairs are still only generated
for each span within the original sentence. The extended text tokens, together with the start and
end markers, are distributed in the samples using the same approach as when document-level
context is not utilized.
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2.3. Model Architecture

2.2.5 Attention Mask Matrix

One-directional attention is required for span marker tokens to attend to the text tokens without
the text tokens being able to attend to the span marker tokens. This is implemented via a
(max tokens + max markers) × (max tokens + max markers) binary attention matrix, for
example like Figure 2.3. This figure shows several sections of tokens that can attend to each
other:

1. Top left square: All text tokens can attend to all text tokens.

2. Left rectangle: The start and end markers can attend to all text tokens, but not vice versa.

3. Diagonals: The start and end markers can attend to themselves (via the on-diagonal) and
to the corresponding span marker pair partner (via the off-diagonal).

text tokens
start markers

end markers
padding

text

tokens

start

markers

end

markers

padding

a
tt
e
n
d

fr
o
m

attend to

Figure 2.3: Attention mask matrix for the text tokens and span markers. Black indicates
unmasked areas, i.e. where attention can occur, while white indicates masked areas. This
attention mask matrix is created using Example 2.2.1.

2.3 Model Architecture

Figure 2.4 showcases the simple SpanMarker model architecture involving a BERT-based en-
coder to produce contextualized embeddings. The input consists of the input IDs, position IDs
and attention mask matrix produced from the preprocessing. Upon passing the input through
the encoder, the embeddings of the start and end markers are concatenated into one feature
vector for each span marker pair. These vectors are fed through a linear layer to map each span
to a logits vector storing the scores for each of the classes including “O”, i.e., no entity.

Prior work also includes the embeddings of the text tokens used in each of the pairs in the
feature vector, leading to feature vectors of size 4 * dimension size [55] as opposed to 2 *

dimension size, where dimension size is determined by the size of the BERT-style encoder.
This thesis shows that the exclusion of these text token embeddings speeds up both training and
inference without a loss in performance.
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2.3. Model Architecture

Input

BERT-based

encoder

max tokens +

max markers

dimension size

num spans

2 * dimension size

Linear

layer

num spans

num classes

start marker embeddings

end marker embeddings

Figure 2.4: SpanMarker model architecture. Input samples are passed to the encoder, resulting
in an embedding matrix. The start and end marker embeddings are concatenated and passed
through a linear layer, outputting logits with shape (num spans, num classes).

2.3.1 Training

Implementing batch processing in SpanMarker requires small changes to the model architec-
ture. In particular, when adding the batch dimension, the linear layer output would be shaped
like (batch size, num spans, num classes). However, num spans differs for each of the sam-
ples in the batch. Consequently, (batch size, max num spans, num classes) is used for each
batch by applying the required padding, where max num spans is the maximum possible number
of spans that can be captured in a sample.

For training, standard cross entropy loss is used between the logits and integer labels that
represent the entity class for each span. Due to superior experimental performance, each class
is given equal weight when computing the loss, despite the significant class imbalance.

2.3.2 Inference

Performing inference given a sentence involves preprocessing the input into one or more sam-
ples and feeding them through the SpanMarker model. Each sample results in a logit matrix,
which can be concatenated for all samples into one large logit matrix with shape (num spans,

num classes). A softmax operation is applied on the logit matrix to convert the logits into
confidence scores. Then, an argmax operation is used to extract both the predicted entity class
and confidence score for every span in the input sentence.

The process of identifying predicted entities involves iterating over all valid spans in descending
order of prediction confidence. For each span, if the predicted entity class is not “O” and the
span does not overlap with any previously predicted entity, it is added to a list of predicted
entities. This criterion ensures that the model does not predict nested entities. The predicted
list of entities is returned to the user, containing the text span, class label, confidence score, and
start and stop indices for each entity.

12



3. Experiments

3.1 Experimental Setup

In these experiments, the mean and standard error obtained from 10 independent runs of the
experiments are reported. The model with the highest performance on the test set for each
benchmark is made available on the Hugging Face hub1. All experiments are conducted using
consumer-grade hardware, specifically a RTX 3090 GPU, ensuring reasonable training times for
practitioners.

3.1.1 Datasets

In order to provide evidence for the efficacy of SpanMarker, experiments are conducted on four
flat English NER datasets: CoNLL03 [43], CoNLL++ [50], OntoNotes v5.0 [51] and supervised
FewNERD [10]. The approaches for CoNLL03 and CoNLL++ are segregated based on whether
they were trained using document-level context. See Table 3.1 for statistical information and
Appendix B for additional information on these datasets.

3.1.2 Metrics

Strict evaluation metrics are applied, relying on both the correctness of the entity boundary and
the entity class. In particular, micro-recall, micro-precision and micro-F1 scores are reported.
For SpanMarker, the evaluations are computed using the seqeval [29] Python package, which
is compatible with the evaluation script for the CoNLL-2003 [43] shared task.

3.1.3 Baselines

SpanMarker is evaluated against commonly used open-source Python NER modules (spaCy [13],
transformers [52] models) as well as state-of-the-art research models such as LUKE [53]. Un-
less stated otherwise, the reported values are provided by the original authors of the respective
approaches. To aid the comparison, the underlying encoder or embedding model used by each
approach is specified.

Approaches that require training multiple models are not evaluated against, as they require

1https://huggingface.co

CoNLL03 [43] CoNLL++ [50] OntoNotes v5.0 [51] FewNERD [10]

Train Dev Test Train Dev Test Train Dev Test Train Dev Test

#S 14041 3250 3453 14041 3250 3453 49706 13900 10348 13196518824 37648
#E 23499 5942 5648 23499 5942 5702 12873820354 12586 34024748770 96902
ASL 14.50 15.80 13.45 14.50 15.80 13.45 24.94 20.11 19.74 24.49 24.61 24.47
#ME 20 20 31 20 20 31 32 71 21 50 35 49
#AE 1.67 1.83 1.64 1.67 1.83 1.65 2.59 1.46 1.22 2.58 2.59 2.57

Table 3.1: Statistics of the NER datasets used in the experiments. #S: the number of sentences,
#E: the total number of entities, ASL: the average sentence length, #ME: the maximum number
of entities in a sentence, #AE: the average number of entities in a sentence.

13

https://huggingface.co


3.2. Results & Discussion

an unreasonable amount of training time and hardware capabilities. Consequently, no evalua-
tion is performed against ACE [48], co-regularized [61] or CrossWeigh [50] models. Additionally,
BERT-MRC+DSC [20] is not included in the experiments due to reproducibility concerns.

3.1.4 Implementation Details

Following prior work [36, 49, 55], the RoBERTalarge [23] encoder is used for FewNERD and
OntoNotes v5.0, and XLM-RoBERTalarge [8] is utilized for CoNLL03 and CoNLL++. All Span-
Marker models are exclusively trained on the training split, and its hyperparameters are based on
the dataset statistics. For a benchmark that is representative of what a practitioner may expe-
rience, hyperparameter optimization or significant hyperparameter tuning is not performed. See
Appendix C for details on the chosen hyperparameters, published models, and training scripts.

3.2 Results & Discussion

3.2.1 Results on CoNLL03 and CoNLL++

Table 3.2 shows the evaluation results for the CoNLL03 dataset under two conditions: with
and without document-level context. Without document-level context, SpanMarker reaches a
92.9±0.0 F1, with 92.5±0.1 precision and 93.3±0.0 recall. The F1 scores range between 92.65
and 93.15 for the 10 independent models trained for this experiment. SpanMarker demonstrates
superior performance to all baseline models that are trained solely on the training data.

When trained with document-level context, SpanMarker reaches a competitive 94.1±0.1 F1,
93.8±0.1 precision and 94.3±0.1 recall. The 10 individual evaluation models range between
93.54 and 94.44 F1. LUKE [53] reports 94.3 F1, but does not give standard errors or mention
whether the result is a mean of various runs. Zhou and Chen [61] rerun LUKE and report a
median of 93.9 F1 across 5 independent runs.

Out of the 16 baselines in this benchmark, only 3 report standard errors. I want to empha-
size that most models experience notable performance variations when trained multiple times,
even under identical settings. For a competitive benchmark such as CoNLL03, these differences
have substantial consequences for the ranking of an approach on the leaderboard. Therefore, I
strongly urge the NLP research community to report means and standard errors of sufficiently
many runs to allow for proper comparison and evaluation.

Due to the lack of means and standard errors of many approaches, it is challenging to correctly
compare them. However, given the averaged results from Zhou and Chen [61], it seems very
likely that SpanMarker outperforms all competitors for CoNLL03 with document-level context.
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3.2. Results & Discussion

CoNLL03 [43]

Model Encoder F1

n
o
d
o
cu
m
en
t
co
n
te
x
t

DiffusionNER [39]∗ BERTlarge 92.8
Flair [1]∗ GLoVe [31] 93.1±0.1

Dep. Parsing [56]∗ BERTlarge 93.5
spaCy [13] RoBERTabase 91.6
Stanza [34] word2vec [27] 92.1
LUKE [53]† RoBERTalarge 92.4
tner [45] RoBERTalarge 92.5
FLERT [36] XLM-RoBERTalarge 92.8±0.1

CL-KL [49]**
XLM-RoBERTalarge 93.2

SpanMarker XLM-RoBERTalarge 92.9±0.0

d
o
cu
m
en
t
co
n
te
x
t

PIQN [38]∗ BERTlarge 92.9
BERT [9] BERTlarge 92.8
ASP [22] T5large 92.8
XLM-RoBERTa [8] XLM-RoBERTabase 92.3
XLM-RoBERTa [8] XLM-RoBERTalarge 92.9
BINDER [57] RoBERTalarge 93.3
Boundary Smoothing [62] RoBERTabase 93.7
FLERT [36] XLM-RoBERTalarge 93.8±0.2

LUKE [53]‡ RoBERTalarge 93.9
LUKE [53] RoBERTalarge 94.3
PL-Marker [55] RoBERTalarge 94.0±0.1

SpanMarker XLM-RoBERTalarge 94.1±0.1

Table 3.2: F1 score (%) on the test set of CoNLL03. Bold indicates the highest reported number,
regardless of statistical significance. †: mean F1 across 5 runs from Wang et al. [49], ‡: median
F1 across 5 runs from Zhou and Chen [61], ∗: trained on training and evaluation set, **

: trained

using external contexts.

Table 3.3 shows the evaluation results on CoNLL++, indicating that SpanMarker is only outper-
formed by LUKE. SpanMarker reaches 95.27±0.08 F1 with 95.74±0.09 precision and 94.81±0.08
recall, with individual models scoring between 94.89 and 95.59 F1. The upper bound of the in-
dividual SpanMarker models reach the median performance of LUKE for this benchmark.

CoNLL++ [50]

Model Encoder F1

d
o
cu
m
en
t
co
n
te
x
t LSTM-CRF [17]† word2vec 91.47±0.15

BiLSTM-CNN-CRF [26]† Senna [7], word2vec 91.87±0.50

BiLSTM-CRF+ELMo [32]† Senna 93.42±0.15

Flair [1]† GLoVe 93.89±0.06

Pooled-Flair [1]† GLoVe 94.13±0.11

CL-KL [49] XLM-RoBERTalarge 94.81
LUKE [53]‡ RoBERTalarge 95.60

SpanMarker XLM-RoBERTalarge 95.27±0.08

Table 3.3: F1 score (%) on the test set of CoNLL++. †: reported from Wang et al. [50], ‡:
median F1 across 5 runs from Zhou and Chen [61].
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3.2. Results & Discussion

3.2.2 Results on OntoNotes v5.0

Table 3.4 displays the experimental results on OntoNotes v5.0, which indicate that SpanMarker
falls behind two baselines for this benchmark. Notably, the Boundary Smoothing (BS) ap-
proach is superior to SpanMarker on this benchmark, while SpanMarker outperforms BS on the
CoNLL03 benchmark. The precision of SpanMarker has declined compared to PL-Marker, and
although the exact cause is unclear, it warrants further investigation. The individual models
score between 91.17 and 91.53 F1.

Once again, few approaches report standard errors alongside the mean. This hinders the evalu-
ation of statistical significance and compromises the reliability of the reported results.

OntoNotes v5.0 [51]

Model Encoder Prec. Rec. F1

spaCy [13] RoBERTabase - - 89.8
Biaffine-NER [56]† BERTlarge 89.74 89.92 89.83
BERT-MRC [19]† BERTlarge 91.34 88.39 89.84
BARTNER [54] BARTlarge 89.99 90.77 90.38
tner [45] RoBERTalarge 90.51 91.21 90.86
FLERT [36] XLM-RoBERTalarge - - 90.93
PIQN [38] BERTlarge 91.43 90.73 90.96
Dep. Parsing [56] BERTlarge 91.1 91.5 91.3
Boundary Smoothing [62] RoBERTabase - - 91.74
PL-Marker [55] RoBERTalarge 92.0 91.7 91.9±0.1

SpanMarker RoBERTalarge 90.96±0.06 91.75±0.07 91.35±0.06

Table 3.4: F1 score (%) on the test set of OntoNotes v5.0. †: reported from Yan et al. [54].

3.2.3 Results on FewNERD

Table 3.5 presents the evaluation results on the supervised FewNERD dataset. SpanMarker
using RoBERTalarge demonstrates comparable performance to PL-Marker, outperforming all
other baseline models. The F1 scores achieved by the individual models range from 70.85 to
71.03 F1, with a 0.0187 standard error, denoting much more consistent results than PL-Marker.

Additionally, SpanMarker has been trained with the smaller BERTbase encoder to allow proper
comparisons against the other baselines. Using this encoder, SpanMarker reaches 70.44±0.0179
F1. The individual models range between 70.36 and 70.55 F1, demonstrating that SpanMarker
consistently and considerably outperforms the other BERTbase baselines, even in the worst-case
scenario.

FewNERD [10]

Model Encoder Prec. Rec. F1

BERT-Tagger [10] BERTbase 65.56 68.87 67.13
Locate&Label [37]† BERTbase 64.69 70.87 67.64
Seq2Set [42]† BERTbase 67.37 69.12 68.23
PIQN [38] BERTbase 70.16 69.18 69.67
PL-Marker [55] RoBERTalarge 71.2 70.6 70.9±0.1

SpanMarker BERTbase 70.92±0.03 69.97±0.03 70.44±0.02

SpanMarker RoBERTalarge 71.21±0.04 70.65±0.04 70.93±0.02

Table 3.5: F1 score (%) on the test set of FewNERD. †: reported results from Shen et al. [38].
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3.3. Training Time

3.3 Training Time

For NER models to be practical and appealing to practitioners, it is crucial that they can be
trained within a reasonable timeframe using consumer-grade hardware. Table 3.6 highlights that
SpanMarker achieves competitive state-of-the-art performance while requiring minimal training
time, making it an attractive option for practitioners.

CoNLL03 CoNLL03 OntoNotes FewNERD FewNERD
(no context) (context) (RoB.large) (BERTbase)

Samples/sec 20.16 13.35 25.48 24.03 235.43

Input size 256 768 512 512 512

Max entity len. 6 8 10 8 8

Num. epochs 3 3 4 3 3

Batch size 4 4 8 8 32

Training time

- SpanMarker 0:46:13±00:04 1:03:43±00:12 3:13:11±01:14 5:35:05±01:57 1:39:6±00:07

- PL-Marker1 - ∼2:27:00 - ∼10:48:00 -
- LUKE2 - ∼2:01:00 - - -

Table 3.6: Metrics relating to training times for all experimental benchmarks. Results for
CoNLL++ match that of CoNLL03 with document-level context. Input size is equivalent to
max tokens + max markers, i.e. the size of the input passed to the underlying encoder.
1: The estimated PL-Marker training times are under the same parameters as SpanMarker and
computed using the provided estimated total training time after 5 minutes of training.
2: The estimated LUKE training times are taken from the LUKE paper [53] and extrapolated
down from 5 epochs to 3 epochs for fairer comparison. Note that significantly stronger hardware
was used for LUKE: two Intel Xeon E5-2698 v4 CPUs and eight V100 GPUs.

Additionally, Table 3.3 SpanMarker shows significant improvements in training time efficiency
compared to PL-Marker on both CoNLL03 and supervised FewNERD datasets. Specifically, for
the CoNLL03 dataset, SpanMarker achieves a remarkable reduction in training time of 56.6%,
equivalent to a speedup of 130.7%. Similarly, when applied to the supervised FewNERD dataset,
SpanMarker showcases a substantial training time reduction of 48.2%, resulting in an impressive
speedup of 93.3%.

SpanMarker even trains twice as fast as LUKE on CoNLL03, which was trained with con-
siderably stronger hardware. These findings highlight that SpanMarker allows for faster training
compared to prior research approaches without compromising on model performance.

The underlying encoder, number of epochs, batch size, model max length, marker max length
and entity max length hyperparameters from Appendix C can be tuned to heavily impact the
training time. This is evident from the speed difference of training SpanMarker on FewNERD
with BERTbase compared to RoBERTalarge. The ability to tune these hyperparameters allows
practitioners to determine the tradeoff between training- and inference-time versus performance
that best suits their use case.

3.4 Case Studies

Three text snippets inspired by various Wikipedia articles will be considered as case studies to
compare SpanMarker with RoBERTalarge trained on OntoNotes v5.0 against several commonly
used spaCy models: en core web sm, en core web lg and en core web trf. These text snippets
were used in their original state to ensure a fair assessment of the performance of SpanMarker.
Note that the spaCy trf model uses the smaller RoBERTabase encoder, and that the sm and lg

models are convolutional neural networks.
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3.4. Case Studies

SpanMarker “Leonardo di ser Piero da Vinci (PERSON) painted the Mona Lisa
(WORK OF ART) based on Italian (NORP) noblewoman Lisa del Giocondo
(PERSON).”

spaCy (sm) “Leonardo (PERSON) di ser Piero da Vinci (PERSON) painted the Mona Lisa
based on Italian (NORP) noblewoman Lisa del Giocondo (PERSON).”

spaCy (lg) “Leonardo (PERSON) di ser Piero da Vinci (PERSON) painted the Mona Lisa
based on Italian (NORP) noblewoman Lisa del Giocondo (PERSON).”

Table 3.7: Case study of SpanMarker trained on OntoNotes v5.0 compared to spaCy with
en core web sm and en core web lg. Not shown here, spaCy with en core web trf gives equiv-
alent results to SpanMarker. Red text indicates differences compared to reasonable human an-
notations.

In Table 3.7, the spaCy (sm, lg) models do not recognize “the Mona Lisa”, nor that “Leonardo
di ser Piero da Vinci” is one name. On the other hand, the output given by SpanMarker matches
the gold annotations I would provide for this sample. For this case, SpanMarker is superior to
spaCy sm and lg.

SpanMarker “Amelia Earhart (PERSON) flew her single engine Lockheed (ORG) Vega 5B
(PRODUCT) across the Atlantic (LOC) to Paris (GPE).”

spaCy (sm) “Amelia Earhart (PERSON) flew her single engine Lockheed (ORG) Vega 5B
across the Atlantic (LOC) to Paris (GPE).”

spaCy (lg) “Amelia Earhart (PERSON) flew her single engine Lockheed Vega 5B
(PRODUCT) across the Atlantic (LOC) to Paris (GPE).”

Table 3.8: Case study of SpanMarker trained on OntoNotes v5.0 compared to spaCy with
en core web sm and en core web lg. Not shown here, spaCy with en core web trf gives equiv-
alent results to SpanMarker.

Table 3.8 shows that the SpanMarker and spaCy (sm, lg) models disagree on how to annotate
“Lockheed Vega 5B”. Both the output of SpanMarker and spaCy (lg) are sensible. SpanMarker
surpasses spaCy sm in performance, and depending on personal preference, it also outperforms
spaCy lg.

SpanMarker “Cleopatra VII (PERSON), also known as Cleopatra the Great (PERSON), was
the last active ruler of the Ptolemaic Kingdom of Egypt (GPE). She was born
in 69 BCE (DATE) and ruled Egypt (GPE) from 51 BCE (DATE) until her death
in 30 BCE (DATE).”

spaCy (sm) “Cleopatra VII, also known as Cleopatra the Great (WORK OF ART), was the
last active ruler of the Ptolemaic Kingdom of Egypt (GPE). She was born in
69 (CARDINAL) BCE (ORG) and ruled Egypt (GPE) from 51 (CARDINAL) BCE
(ORG) until her death in 30 (CARDINAL) BCE (ORG).”

spaCy (lg) “Cleopatra VII (PERSON), also known as Cleopatra the Great (WORK OF ART),
was the last active ruler of the Ptolemaic Kingdom of Egypt (GPE). She was
born in 69 BCE (TIME) and ruled Egypt (GPE) from 51 BCE (TIME) until her
death in 30 BCE (TIME).”

spaCy (trf) “Cleopatra VII (PERSON), also known as Cleopatra the Great (PERSON), was
the last active ruler of the Ptolemaic Kingdom (GPE) of Egypt (GPE). She was
born in 69 BCE (DATE) and ruled Egypt (GPE) from 51 BCE (DATE) until her
death in 30 BCE (DATE).”

Table 3.9: Case study of SpanMarker trained on OntoNotes v5.0 compared to spaCy with
en core web sm, en core web lg and en core web trf.
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3.5. Ablation Study and Experiments

Table 3.9 highlights a case with two sentences. The spaCy sm model struggles considerably on
this case, missing entities, mispredicting a person as a work of art, and incorrectly considering
dates as cardinals and organisations. The spaCy lg model performs better, but also considers
“Cleopatra the Great” as a work of art and incorrectly predicts that the dates are times.

Lastly, the spaCy trf (RoBERTa) model performs similarly to SpanMarker, with only one
difference: spaCy splits up “the Ptolemaic Kingdom of Egypt” into two GPE entities. Both
the predictions of SpanMarker and spaCy (trf) are reasonable, although my gold annotations
would match the SpanMarker output. Like before, SpanMarker outperforms spaCy sm and lg,
and depending on preference, also the spaCy trf model.

The case studies presented offer further evidence that SpanMarker surpasses or demonstrates
comparable performance to commonly employed approaches for NER.

3.5 Ablation Study and Experiments

Critical sections of SpanMarker, such as the position IDs and attention mask matrix, are modified
as an extensive ablation study. Additionally, approaches inspired by various previous works
are experimented with. SpanMarker using BERTbase trained on FewNERD from Section 3.2.3
is used as a baseline, as that experiment yielded the lowest standard error. Three models are
trained for the ablations and experiments, from which the mean and standard error are reported.
Additionally, statistical significance tests are computed with p < 0.05 to determine whether the
results are significantly worse or better than the baseline.

1. Position IDs: Section 2.2.3 deliberately corresponds the position IDs of marker tokens
with the text tokens that the markers should “observe”. For this ablation, the position
IDs for all span markers are randomized.

2. Attention Mask Matrix: Section 2.2.5 introduces an intentionally designed attention
mask matrix. This matrix allows the text to attend to other parts of the text, the markers
to attend to the text, and the marker pairs to attend to their corresponding partners. In
this ablation study, different modifications to the attention mask matrix are explored.

(a) Text token
to marker atten-
tion.

(b) No diagonal
attentions.

(c) No diagonal
self-attention.

(d) No diagonal
cross-attention.

(e) Full marker
attention.

Figure 3.1: Variations of the attention mask matrix from Figure 2.3 to use in the ablation study.

(a) Text tokens to marker attention: As shown in Figure 3.1a, in this ablation the
text tokens can attend to the marker tokens.

(b) No diagonal attention: As Figure 3.1b shows, for this ablation the markers are
disallowed from attending to themselves or their corresponding pair partner.

(c) No diagonal self-attention: As indicated by Figure 3.1c, marker self-attention is
disallowed in this ablation.

(d) No diagonal cross-attention: For this ablation, Figure 3.1d shows markers are
disallowed from attending with their corresponding pair partner.

(e) Full marker attention: Lastly, as shown in Figure 3.1e, in this ablation all markers
can attend to all markers.
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3.5. Ablation Study and Experiments

3. Span length embedding: Previous studies concatenate a span length embedding to
the span embedding [57, 60]. This approach allows the classifier to consider the number
of words in the span as a relevant factor. For this ablation, a 128-dimensional span length
embedding based on the span word count is added to the SpanMarker feature vector.

4. PL-Marker:

(a) Expanded feature vectors: Section 2.3 shows that the SpanMarker feature vec-
tors consists of a concatenation of the start marker embeddings and the end marker
embeddings. PL-Marker also includes the start token embeddings and the end to-
ken embeddings in these feature vectors. In this experiment, SpanMarker adopts the
extended feature vector that is used in PL-Marker.

(b) Span marker initialization: In PL-Marker, the start and end marker tokens are
initialized using the embeddings of the [MASK] and entity tokens, respectively. For
this experiment, this initialization approach is adopted in SpanMarker.

FewNERD [10]

Model Prec. Rec. F1

SpanMarker (BERTbase) 70.92±0.03 69.97±0.03 70.44±0.02

1 Random position IDs 0.00 † 0.00 † 0.00 †

2a Text tokens to marker attention 70.73±0.14 † 69.78±0.09 † 70.25±0.09 †
2b No diagonal attention 70.94±0.08 69.32±0.03 † 70.12±0.05 †
2c No diagonal self-attention 70.93±0.06 69.91±0.09 70.41±0.08

2d No diagonal cross-attention 70.95±0.04 69.45±0.03 † 70.19±0.03 †
2e Full marker attention 70.96±0.04 69.45±0.03 † 70.20±0.03 †

3 Span length embedding 70.95±0.07 70.01±0.05 70.48±0.04

4a Extended feature vector 70.85±0.02 69.96±0.08 70.40±0.04

4b Span marker initialization 70.90±0.03 69.88±0.04 70.39±0.03

Table 3.10: Ablation study comparing SpanMarker with BERTbase on FewNERD. †: statistically
significantly worse than the baseline with p < 0.05. None of the results from this table are
statistically significantly better than the baseline with p < 0.05.

The ablation study results presented in Table 3.10 indicate that precise alignment between the
position IDs of markers and the tokens they observe is crucial (1). Additionally, it shows that
the model performs statistically significantly worse if the text tokens can observe the marker
tokens (2a). Consequently, the one-directional marker to text attention is critical to reach the
best performance.

Moreover, ablating all attention between all markers (2b) significantly reduced the recall, lead-
ing to significantly worse F1. The precision is notably unaffected. If only the self-attention (2c)
is ablated, then the performance is similar to the baseline. However, between the three runs
for this ablation, the results ranged between 70.32 and 70.56 F1, whereas the 10 baseline runs
ranged between 70.36 and 70.55 F1. Further experimentation may be warranted, but it seems
that the diagonal self-attention increases the stability and consistency of the results.

Ablating the diagonal cross-attention (2d) reduces the recall while keeping the precision the
same, much like ablating all attention between markers. This is indicative that the attention
from the marker to its pair partner is more important than the marker self-attention. Lastly,
allowing attention between all markers (2e) seems to introduce too much noise, leading to similar
results as not allowing attention between marker pairs at all.
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3.5. Ablation Study and Experiments

As for the experiments, including a span length embedding (3) like prior work [57, 60] does
not affect the performance, but does increase the training time by approximately 5%. This
justifies the exclusion of such a span length embedding in SpanMarker. Similarly, the extended
feature vector (4a) as used in PL-Marker does not impact performance, while it does increase
the training time by roughly 9%.

Lastly, the span marker initialization (4b) from PL-Marker does not influence performance.
My intuition is that using this style of initialization is equivalent in performance to Span-
Marker its random initialization, but superior to using the embeddings from madeupword0000

and madeupword0001, which is what PL-Marker was using as a baseline.

Throughout this ablation study, the position IDs and attention mask matrix are shown to play
a crucial role in the performance of SpanMarker. Furthermore, these experiments have demon-
strated that incorporating additional elements from previous work would only yield increased
training time and model complexity, without resulting in performance improvements.
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4. Conclusion

In this thesis, I present SpanMarker, a span-level Named Entity Recognition model designed to
leverage special span marker token pairs with position IDs, and attention mask matrices from
BERT-style encoders. SpanMarker adapts the PL-Marker [55] model with key modifications
such as reducing token padding (Section 2.2.4) and simplifying the feature vectors (Section 2.3)
in order to improve the computational efficiency.

The experimental results presented in Section 3.2 demonstrate that SpanMarker achieves state-
of-the-art performance across various benchmark datasets, such as CoNLL03 and FewNERD.
Additionally, Section 3.3 highlights the effectiveness of the improvements made to SpanMarker
through the notable reduction in training time compared to PL-Marker.

SpanMarker has been released as a consumer-ready and user-friendly NER library, accompa-
nied by training scripts and top-performing models for all benchmarks. The library has been
integrated into the Hugging Face Hub, allowing SpanMarker models to be easily shared, tested
and deployed into production.

Finally, this thesis emphasizes the significance of reporting means and standard errors as a
crucial aspect of empirical evaluation.
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5. SpanMarker Library

SpanMarker1 has been released as a consumer-ready Python library that allows practitioners to
train research-grade NER models with minimal effort. Crucially, SpanMarker can easily be ini-
tialized with any BERT-based encoder on the Hugging Face Hub, such as all BERT, RoBERTa
or DeBERTa models2. Moreover, SpanMarker models can be trained using datasets annotated
with different label schemes, such as IOB, IOB2, BIOES, BILOU, or no label scheme at all.
Training and performing inference with document-level context is also supported without re-
quiring text preprocessing.

Built on top of the familiar transformers [52] library, SpanMarker inherits a wide range of
powerful functionalities, such as easily loading and saving models, hyperparameter optimiza-
tion, automatic logging in various tools, checkpointing, callbacks, mixed precision training, 8 bit
inference, and more.

Additionally, the SpanMarker library has been integrated with the Hugging Face Hub and the
Hugging Face Inference API. For example, see the SpanMarker documentation on Hugging Face3

or browse all SpanMarker models on the Hugging Face Hub4. Through the Inference API inte-
gration, users can test any SpanMarker model on the Hugging Face Hub for free using a widget
on the model page5. Furthermore, each public SpanMarker model includes a free API for fast
prototyping and can be deployed to production using Hugging Face Inference Endpoints.

1https://github.com/tomaarsen/SpanMarkerNER
2As long as the model supports position IDs and attention mask matrices.
3https://huggingface.co/docs/hub/span_marker
4https://huggingface.co/models?library=span-marker
5https://huggingface.co/tomaarsen/span-marker-bert-base-fewnerd-fine-super
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6. Future Work

1. Nested NER and Relationship Extraction (RE)
In future research, there is potential for extending SpanMarker to support nested NER and
RE, taking inspiration from the achievements of PL-Marker. PL-Marker has demonstrated
state-of-the-art performance in these tasks, and due to the similarity between SpanMarker
and PL-Marker as displayed in Section 3.2, SpanMarker may also perform competitively.

This extension is especially valuable as the codebase of PL-Marker lacks the flexibility
for users to apply the approach on their own datasets, which is one of the aspects where
SpanMarker excels.

2. Candidate Span Filtering
As explained in Section 2.2.2, a span marker pair is created for every single span in the
input text. Depending on the chosen maximum entity length, this leads to a large number
of span markers, that may need to be distributed between multiple samples, as shown in
Section 2.2.4. Future research could improve the computational efficiency of SpanMarker
further by reducing the number of spans to classify. Several feasible approaches can be
considered.

(a) One potential approach is exact boundary identification. This decomposes the ap-
proach into two phases, where the first phase identifies spans that it believes are
entities, and the latter classifies them. Notably, unlike the default SpanMarker im-
plementation, the classifier here cannot classify the “O” (outside) label.

Separate from the discussion on computational efficiency, this approach could be
used with two SpanMarker models. Contrary to the normal SpanMarker approach,
all non-outside labels for the boundary-identifying SpanMarker model could be nor-
malized to “ENTITY”. When trained like normal, this SpanMarker model returns a
list of all spans it considers entities.

The classification SpanMarker model exclusively considers these few spans, each of
which it will classify as one of the original labels, except “O”. Conceptually, this ap-
proach allows all spans to be classified in one sample, rather than spread out between
multiple samples. Although decomposed approaches like this often perform worse,
Ye et al. [55] showed that packing more markers into one sample leads to improved
entity recognition performance.

(b) Another approach is high recall span identification, which aims to identify a sub-
set of spans that maximizes the inclusion of spans corresponding to entities while
minimizing the size of the subset. If the number of selected spans can be decreased
significantly while retaining a large portion of the spans that correspond to entities,
then it is reasonable to anticipate an improvement in computational efficiency at a
small cost in performance.

In the context of SpanMarker, this can again be done by employing two SpanMarker
models. The first one may use a small encoder, like the tiny BERT [3, 44] encoder,
and considers the same binarized “O” and “ENTITY” labels as with the first approach.
Unlike before, the “ENTITY” class is given a higher weighing in the cross-entropy loss,
causing the model to favour recall over precision. This weight allows for tuning be-
tween high recall and small subset size. Preliminary experiments resulted in a recall
of 99 (%) with a subset half of the original span set, in just a few minutes of training.
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Intuitively, this should allow for slightly faster training and inference at the cost of
1% of performance.

3. Analysis of Hyperparameter Effects on Computational Efficiency
As described in 2.2.4, span markers are distributed across multiple samples to prevent
individual samples from becoming too long. This helps with computational efficiency due
to the quadratic time complexity of the BERT-style encoder. However, shrinking the area
dedicated to span markers too much may mean that an exorbitant number of samples need
to be created to distribute all span markers, especially for longer input texts.

This results in a complex relationship between the maximum entity length, maximum
token length, maximum marker length, and the computational efficiency. Further research
could investigate this relationship and, given a dataset, suggest recommended hyperpa-
rameters for optimal computational efficiency without a reduction in performance.
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A. Example Spans

1 Andorra

2 Andorra is

3 Andorra is located

4 Andorra is located between

5 Andorra is located between France

6 Andorra is located between France and

7 Andorra is located between France and Spain

8 Andorra is located between France and Spain.

9 is

10 is located

11 is located between

12 is located between France

13 is located between France and

14 is located between France and Spain

15 is located between France and Spain.

16 located

17 located between

18 located between France

19 located between France and

20 located between France and Spain

21 located between France and Spain.

22 between

23 between France

24 between France and

25 between France and Spain

26 between France and Spain.

27 France

28 France and

29 France and Spain

30 France and Spain.

31 and

32 and Spain

33 and Spain.

34 Spain

35 Spain.

36 .

Listing A.1: All possible spans (or n-grams) in Example 2.2.1.
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B. Datasets

B.1 CoNLL03

The CoNLL03 dataset [43], derived from a shared task on language-independent named entity
recognition (NER), has become the most widely utilized dataset for NER tasks, particularly in
English. The dataset specifically focuses on four categories of named entities: persons, locations,
organizations, and miscellaneous entities not belonging to the aforementioned groups.

The English portion of the dataset was sourced from the Reuters Corpus, which consists of
a collection of news stories. The training, validation and testing splits were taken from different
timespans of this corpus.

B.2 CoNLL++

The CoNLL++ dataset, proposed by Wang et al. [50], serves as an amendment to the CoNLL03
dataset. In their work, the authors discovered labeling errors in approximately 5.38% of all test
sentences, which is noteworthy considering that the state-of-the-art models achieve 94 F1 [53, 55].

By rectifying these labeling mistakes through manual correction of the test set, the CoNLL++
dataset aims to provide a more accurate and reliable benchmark for evaluating the performance
of named entity recognition models. As shown in Table 3.1, the two datasets are very similar,
with the only differences being in the test set.

B.3 OntoNotes v5.0

The OntoNotes v5.0 dataset [51] is a large-scale, multilingual dataset consisting of numerous
genres of text (news, conversational telephone speech, weblogs, usenet newsgroups, broadcast,
talk shows) in multiple languages. The dataset contains 18 different entity types: CARDINAL,
DATE, PERSON, NORP (nationalities or religious or political groups), GPE (geopolitical entities),
LAW, PERCENT, ORDINAL, MONEY, WORK OF ART, FAC (buildings, airports, highways, bridges, etc.),
TIME, QUANTITY, PRODUCT, LANGUAGE, ORG (organisations), LOC (locations), EVENT. The diversity
in both text genres and entity types makes it an attractive benchmark.

B.4 FewNERD

FewNERD, also known as the Few-shot Named Entity Recognition Dataset [10], is a large-scale
annotated dataset primarily designed for few-shot NER tasks, although it can also be utilized for
standard supervised NER. It stands out from older benchmarks such as CoNLL03 and OntoNotes
v5.0 by offering both coarse-grained and fine-grained entity types, providing a more nuanced en-
tity classification.

The dataset covers 8 coarse-grained categories: art, building, event, location, organization,
other, person, and product. Each of these coarse-grained types include various fine-grained sub-
categories such as art-broadcastprogram, art-film, art-music, art-other, art-painting,
art-writtenart, and many more. In total, FewNERD consists of 66 fine-grained types, which
often require a comprehensive understanding of contextual cues to accurately distinguish be-
tween them. The full 66 fine-grained types are used when evaluating with this dataset.
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B.4. FewNERD

Derived from human annotations of Wikipedia pages, FewNERD offers a substantial dataset
for training and evaluating NER models. The inclusion of fine-grained entity types enriches the
complexity of the task and encourages models to capture subtle contextual nuances.
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C. Implementation Details

Please refer to Table C.1 and Table C.2 for the hyperparameters on the CoNLL03 and CoNLL++
experiments and the OntoNotes v5.0 and FewNERD experiments, respectively. The highest scor-
ing models for each experiment have been published on the Hugging Face Hub, the links of which
are in Table C.3. Each model also includes a simplified training script that is equivalent to the
one used for training the respective model. All of these training scripts are also uploaded to
GitHub1.

Please take note that model max length corresponds to the maximum token length, while
marker max length is half of the maximum marker length as described in Section 2.2.4.
entity max length is the maximum number of words that the model will consider a candidate
span.

Hyperparameter Document context No document context

SpanMarker version 1.1 1.1
Encoder xlm-roberta-large xlm-roberta-large

model max length 512 128
marker max length 128 64
entity max length 8 6
max prev context None None

max next context None None

Optimizer AdamW [24] AdamW
Scheduler Linear Linear
Learning rate 1e-5 1e-5
Batch size 4 4
Gradient accumulation steps 2 2
Number of epochs 3 3
Weight decay 0.01 0.01
Warmup ratio 0.1 0.1
bf16 True True

Table C.1: Hyperparameters used for the experiments with CoNLL03 and CoNLL++. The top
parameters are passed to the SpanMarkerModel.from pretrained method, while the bottom
parameters are provided to TrainingArguments [52]. Unspecified hyperparameters take the
defaults from TrainingArguments at version 4.28.1 of transformers.

1https://github.com/tomaarsen/SpanMarkerNER/tree/main/training_scripts
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Hyperparameter OntoNotes v5.0 FewNERD (large) FewNERD (base)

SpanMarker version 1.1 1.1 1.1
Encoder roberta-large roberta-large bert-base

model max length 256 256 256
marker max length 128 128 128
entity max length 10 8 8
max prev context None None None

max next context None None None

Optimizer AdamW AdamW AdamW
Scheduler Linear Linear Linear
Learning rate 1e-5 1e-5 5e-5
Batch size 8 8 32
Gradient accumulation steps 2 1 1
Number of epochs 4 3 3
Weight decay 0.01 0.01 0.01
Warmup ratio 0.1 0.1 0.1
bf16 True True True

Table C.2: Hyperparameters used for the experiments with OntoNotes 5.0 and FewNERD.
The top parameters are passed to the SpanMarkerModel.from pretrained method, while the
bottom parameters are provided to TrainingArguments [52]. Unspecified hyperparameters take
the defaults from TrainingArguments at version 4.28.1 of transformers.

Experiment Link to best model

CoNLL03 (no context) tomaarsen/span-marker-xlm-roberta-large-conll03
CoNLL03 (context) tomaarsen/span-marker-xlm-roberta-large-conll03-doc-context
CoNLL++ (context) tomaarsen/span-marker-xlm-roberta-large-conllpp-doc-context
OntoNotes v5.0 tomaarsen/span-marker-roberta-large-ontonotes5
Fine-grained FewNERD tomaarsen/span-marker-bert-base-fewnerd-fine-super
Fine-grained FewNERD tomaarsen/span-marker-roberta-large-fewnerd-fine-super

Table C.3: The published best models for each set of experiments.
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