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Abstract

This thesis discusses the asymptotic safety theory in Quantum Gravity and
its implication that the geometry of spacetime should become fractal and scaling
invariant at high energies and thus at small distance scales, in particular at dis-
tances smaller than the Planck scale. It does so by looking at a 2d toy model to
describe the transition in geometry that is analogous to the transition that happens
at the Planck scale. In this model, a 
at triangulation will be evolved by a Markov
chain Monte Carlo simulation which creates a uniformly distributed triangulation
by performing 
ips on a grid of triangles. This transition gives a timescale in the
simulation. Using �nite size scaling it was determined what the critical exponent of
the time in this simulation was. The result is within previously known boundaries
and gives visually the expected results.
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1 Introduction

In 1915 Einstein published his work on General Relativity. It states that massive bodies
curve spacetime, which results in the pull of gravity as we know it. This theory has
passed many experimental tests over time, but one of the main problems is that we
currently cannot properly describe what happens if we combine it with quantum me-
chanics. This is one of the main open problems in physics.

One of the proposed solutions is to look at the geometry of spacetime, at scales where
quantum e�ects are signi�cantly strong enough, as a fractal and scale-invariant geom-
etry. This thesis will take a look at a model for this geometry in 2 dimensions using
triangulations, speci�cally at the moment of transition to a fractal geometry, this is
characterised by the critical exponent. This is a property of the model that has not
been studied in detail before. It has been studied mathematically, but this has only
resulted in lower and upper bounds that leave quite a bit of room. This thesis will use
a Monte Carlo simulation to numerically compute the critical exponent. The result can
help us learn more about the model.

This thesis will describe how the problem arises in quantum �eld theory and one of
the possible solutions to this in section 2. The research discussed in this thesis made
use of 2d toy model describing this solution, which will be discussed in detail in section
2 and 4. The results of the research on the toy model will be shown and discussed in
section 5.
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2 Background Theory

General relativity

General relativity (GR) dictates that the e�ects of gravity that we detect in physics
come from the fact that masses and other forms of energy curve spacetime. This can be
visualised by a picturing a table cloth 
atly suspended in air, with a bowling ball placed
on it, making a dent. Gravity then exhibits itself in the way a small marble would now
roll towards the bowling ball along the table cloth. In this famous metaphor, spacetime
is the table cloth. When Einstein was researching his theory, one of the biggest obstacles
to overcome was how to translate the visual image of the table cloth to mathematics.
The solution turned out to be a mathematical notation: tensors.
This thesis will not dive too deep into the mathematical background of tensors, but it
is important to discuss one speci�c kind of tensor: the metric g�� . This is the speci�c
kind of tensor used to describe spacetime geometry. The metric can be applied to two
vectors to give the inner product between the two. It can be used to describe the distance
travelled in spacetime

ds2 = g��dx
�dx� : (1)

Where the indices � and � run over the three spatial coordinates and the time coor-
dinate. In the metric, these axes di�er in sign. The distances that follow from this
equation describe the proper time of a worldline through spacetime. In 
at Minkowski
spacetime the metric g�� would not have any e�ect in this equation. In a curved space-
time, however, it can cause the total distance travelled to be di�erent from what it
would be in 
at spacetime. This a�ects the shortest paths through a spacetime. The
paths of free falling objects (also called geodesics) are therefore e�ected as well. This
causes the gravitational e�ects in a spacetime. In a 
at spacetime, the geodesics would
be straight lines, meaning there are no gravitational e�ects in such a spacetime. Be-
sides geodesics, another important equation to mathematically describe gravity are the
Einstein equations

R�� �
1

2
Rg�� = 8�GT�� : (2)

The left side of this equation describes the curvature of the metric, the right side uses
the stress-energy tensor T�� to describe energy in the universe. This equation thus
describes how energy in
uences curvature.[1]

2.1 From classical to quantum mechanical

To see how gravity could be united with quantum mechanics, let’s �rst take a look at
how a classical theory can be written as a quantum mechanical theory in general. This
is done by computing the action S, which is an integral over the (classical) Lagrangian
of the particle.

S =

Z
d4xL (3)

Classically, one has to �nd stationary points to �nd solutions. In quantum mechanics,
however, the solutions are found by taking eiS=~ and then taking the path integral over
every possible path[2, 3]. This is in the general case of quantum mechanics in Minkowski
space. Through a a formal analytic continuation of the time coordinate t to imaginary
time � = it, called Wick rotation, the Minkowski metric turns into a (4d) Euclidean
metric while at the same time the term eiS=~ turns into e�S=~. As will be explained in
section 3, we consider Euclidean metrics, so in this speci�c case the term e�S=~ would
actually be used.

Z =

Z
Dx e�S[x(t)]=~: (4)
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The term e�S=~ then gives a real weight to every path, which allows us to interpret Z
as a statistical sum over all paths with e�S=~ as unnormalised probabilities.
This can also be done for a �eld, instead of a single particle, in which case the path can
be described as a con�guration in spacetime. One property of eiS=~ is that jeiS=~j = 1
for all S, however, non-stationary points will destructively interfere with each other.
Consequently, only the weights corresponding to the stationary points will be non-zero.
This makes the theory in the classical limit consistent with the classical theory.

Quantizing gravity

We can now take a look at what will happen if we try to quantize general relativity. The
paths where the integral runs over will again be a con�guration of dynamical spacetime.
In the context of GR these paths are all possible metrics, modulo di�eomorphisms.
These are all possible metrics that cannot be written as each other using a coordinate
transformation. Z

Dg��eiS[g�� ]=~ (5)

The natural choice of action which can be derived from the Einstein equations is the
Einstein-Hilbert action.

SEH =

Z
ddx

p
jgjR (6)

The fact that we work modulo di�eomorphisms causes the integration to get very com-
plicated. The solution to work around this complicated integration is to �nd a way to
write the con�gurations of spacetime independent of coordinates. This can be done by
using simplices 1 as building blocks for spacetime. Geometries built like this are called
triangulations, which will be explained more in section 3. These triangulations will re-
place the integral over all possible con�gurations with a summation over all possible
triangulations[4, 5]. To do this, the action S should also be adapted to these discredited
triangulations, so we retrieve the path integrals with the Einstein-Hilbert action if we
take the size of the triangles to 0 and the number of triangles to in�nity. While mod-
elling triangulations, it is therefore important to remember that if we take the number
of triangles N to in�nity, the model corresponds to real con�gurations of spacetime.

There are di�erent ways to sum over all triangulations. This depends on the weights
that we associate with each triangulation. In the context of this research, we take the
statistical sum over all triangulations uniformly. This means that every triangulation
has the same chance to form as any other. The reason we use uniformly distributed
triangulations comes from the Gauss{Bonnet theorem in 2d[6]. This states that the
action in the path integral will only depend on the topology

S[g��(x)] = 4� � 4�g: (7)

With g the genus2. This means that all triangulations will have the same weight in the
integral. Therefore all triangulations should have the same chance of being formed.

2.2 Renormalisation

If we only take the path integral over metrics that are close to 
at Euclidean space, and
then apply perturbation theory on the result, we will retrieve a summation of Feynman
diagrams. This would allow us to compute observables with arbitrary precision, if were
it not for the existence of loop Feynman diagrams. In the summation of the Feynman

1In 2d, these are triangles.
2As will be discussed later, we will use a torus, so g = 1
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diagrams, higher order Feynman diagrams will have loops in them. There is an in�nite
integral over the loop momenta in a Feynman diagram, which will lead to in�nities in
the summation. This will result in theoretical in�nities in measurable quantities, where
experiments clearly measure �nite numbers.
To illustrate the solution to this discrepancy, let's �rst introduce some terminology.
There are masses and coupling constants in the Lagrangian, we'll call thesebare cou-
plings. We can experimentally measure these quantities, we'll call thosephysical cou-
plings. The result obtained above includes in�nities because it is naively assumed that
the bare quantities are equal to physical quantities. However, if we let that restriction
loose, we can use renormalisation to choose the bare quantities such that the physical
outcomes will agree with experiments.[7]

Running of Couplings

The result of this renormalisation, so the values of the bare couplings, depends on the
energy scale, this is called running of couplings. Concretely this means, for example,
that the coupling strength of an electron will depend on the energy scale at which you
measure it. Running of couplings can be seen as a 
ow3, following a path as a function
of the energy scale. For the other three fundamental forces besides gravity, this path
can be seen in �gure 1. The energy scale runs on the x-axis, the inverse of the strength
of the couplings on the y-axis. Once the 
ow for a force is known, the renormalisation
only has to be executed at one point in the theory space of energy to know the rest of
the results, since the rest can be deduced from the 
ow. There is one important prop-
erty of this 
ow for it to become physical, which is that the quantities of dimensionless
couplings cannot go to in�nity as the energy scales become large. This means that only
points in theory space of bare quantities corresponding to a 
ow that will converge to a
�xed point can be physical.
There are two possibilities for this �xed point, it can be zero or �nite. If it is zero, the
theory is called asymptotically free. This is what happens for the couplings of QCD,
the strong force, as can be seen in �gure 1 (note the inverse of the y-axis). In that case,
all coupling constants will become zero in high energies, so there can be no interactions.

We know however, from the fact that gravity is not perturbatively renormalisable[8]
that �xed points equal to zero are not allowed for gravity. The other option for this
�xed point is for it to be equal to a �nite number unequal to zero. In this case, the
theory is called asymptotically safe.[9]

2.3 The asymptotic safety scenario

The physical idea behind such a �xed point is that at high energies, it does not matter
what your energy is exactly, all physics can be described by the same e�ective action.
This also means that for small distance scales (high energy) the exact distance should not
matter as well. The consequence of this is that the e�ect of gravity, which is represented
by the spacetime, will have to be scale invariant at small distance scales.
The �rst solution to this is that spacetime will be 
at at small distance scales. This
would be a very easy and nice solution. However, on 
at spacetime, no gravitational
e�ects can take place. This practically means that the couplings will have to go to
zero, so this spacetime belongs to the asymptotic free theory. We therefore need to �nd
a spacetime that is scaling invariant and not 
at, to research asymptotic safe theory.
Such a spacetime is found in the other option for a scaling invariant spacetime: a fractal
spacetime. Fractal spacetimes have no well-de�ned notion of curvature, are not 
at

3This is called functional renormalisation group 
ow
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Figure 1: The running of couplings for the three fundamental forces besides gravity[10].

and can be scaling invariant. We can therefore make the following statement: in the
asymptotically safe scenario, spacetime is such that at large distance scales it will be

at or locally 
at, to remain a solution to GR, at small distance scales it will be fractal
and scaling invariant. The scale at which the transition takes place is called the Planck
scale[7]

`P =

r
~G
c2 � 1:6 � 10� 35 m: (8)

This is equal to the scale at which quantum e�ects become visible for the gravitational
force. The scaling invariance of this new spacetime is what sets it apart from the
spacetime on larger scales, as we expect these to change at scales comparable to the
Planck scale.
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3 Geometry beyond the Planck scale

The asymptotic safety theory described in section 2.3 results in new behaviour of the
geometry beyond the Planck scale. The path integral quantization from section 2.1
allows us to approximate the geometry of these spacetimes as triangulations. In the
following section, let's take a look at these triangulations describing fractal geometries
in more detail.

3.1 2d Toy model

Triangulations model the geometry using triangles as building blocks. These geometries
can describe metrics with both spatial dimensions as time dimensions. For example, to
describe a 2+1 dimensional geometry, one can make use of causal dynamical triangu-
lations. These triangulations achieve 3 dimensions, using 3d building blocks and then
implementing a time axis through the one of the spatial axes[5].
This thesis however, will focus on a toy model of 2d quantum gravity (so only spatial
dimensions), to speci�cally look for the analogy of the Planck scale in this model. The
model actually has two Planck scales, just like how the real Planck scale can be ex-
pressed in di�erent units than distances. One is the distance scale, wherein zooming in
enough should give a random, fractal and scale invariant triangulation back. The other
Planck scale can be found in the time4 it takes to create these triangulations that can
model the geometry found beyond the Planck scale.

Time scales in the triangulations

The triangulations are updated using a Monte Carlo simulation. In �gure 2 this process
is illustrated. The simulation starts from a grid of N equilateral 5 triangles, with N a
�nite number, as can be seen in �gure 2a. We give the grid periodic boundary conditions
so that it forms a torus. The periodic boundary conditions mimic a grid with an in�nite
number of triangles. This is necessary since the model is based on triangulations with
an in�nite amount of triangles.
The simulation then performs 
ips on the triangles in the grid. During 
ips, two ad-
jacent triangles are taken randomly. The edge that they both share is then 
ipped to
the two corners that they did not share yet, like in �gure 2b. Doing this many times on
random edges will alter the grid such that the successive triangulations are drawn from
the uniform distribution, as can be seen in �gure 2c. This allows us to get truly random
triangulations. One can then de�ne the time the simulations runs, as the amount of

ips that have been done at the time of measurement.
In this thesis, the terminology of sweeps,t, will be used, wherein one sweep will be
equal to N 
ips. This terminology is chosen because then after taking one sweep, every
triangle will have been 
ipped once 
ipped once on average. This allows us to compare
the times of di�erent sized triangulation more properly. Finding the Planck scale in
the time scale of the simulations thus requires us to know how many sweeps are nec-
essary to create a uniform triangulation. This amount of sweeps will be referred to as
the mixing time � . To properly de�ne � , we �rst need to introduce the critical exponent.

This is done as follows: we start with an in�nite regular triangulation at t i = 0. This
triangulation can then become a random triangulation by performing t = t f sweeps of
triangle 
ips. We then hypothesise that there exists an exponent � > 0 such that the

4More precisely: the number of Monte Carlo steps, but we will call this time in the thesis. Do not
confuse this with the time in spacetime! In our model, we only have spatial dimensions.

5 In this thesis, the edges are not plotted as having the same length. This is because the plots are
embedded in the 2d 
at space.
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geometry of the triangulation has a well-de�ned limit when t f goes to in�nity if we take

the side lengths of the triangles to bet
� 1

4 �
f . This limit should then describe a random

continuous metric on the 2-dimensional plane. Upon zooming in, it should approach
the (scale-invariant) random metric of pure 2d quantum gravity. Upon zooming out it
should approach the metric of the 
at Euclidean plane.

Now we can de�ne a hypothesis from the general theory of Markov Chain Mixing time.

lim
N !1

log(� )
log(N )

= �: (9)

From mathematical background [11, 12, 13], we know that the critical exponent� is
bounded like

1
4

� � �
9
2

: (10)

Combining these two equations allows us to make the following hypothesis.

� � N � (11)

With N � 1 and with � the critical exponent.

If N would go to in�nity, the correct measurement of � could be found. Using this
simulation, however, N will have to be a �nite number. To still make an educated es-
timate of � , the �nite size scaling technique will be applied, which will be discussed in
the next section.

(a) A regular grid of N tri-
angles.

(b) A "
ip" performed on
two triangles.

(c) A randomised uniform
distribution.

Figure 2: The simulations runs 
ips over the grid of triangles.

3.2 Approximating �

To �nd the mixing time, one must therefore �nd the critical exponent � . It can be found
by using �nite size scaling, which uses the fact that N cannot be in�nite. To perform
�nite size scaling, one �rst needs to �nd a relation between � and other measurable
quantities. This research made use of distances to achieve this.

Distances in the triangulation

Distances between vertexes in the triangulations are measured using the fact that the
edges are de�ned as having a unit length. Therefore we can use the least amount of
edges between two vertices as a length measurement. The reason distances can be used
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to �nd � is because uniform triangulations have a very distinct mathematical property.

In 2d Euclidean geometry the area of the set of all points within distancer (a disk)
is given by A � r 2. However, in fractals the area scales as

A � r dHausdorff : (12)

The Hausdor� dimension is a attribute of a fractal. For a uniformly drawn triangulation
it is generally equal to 4[14], giving

A � r 4: (13)

If we use the amount of vertices as a measurement of the area, we can therefore check
using distances when the triangulations are drawn from a uniform distribution.

When measuring distances, we measure the shortest distance to all vertices starting
from a random point. This is explained in more detail in section 4.1. E�ectually this
means that we can measure how many vertices lie on the circumference of a circle with
the radius equal to the measured distance. In 
at geometry, this number would increase
as � r . This is di�erent in the geometry of uniform triangulations, where the number
typically grows as � r 3:

Using this de�nition of distances, we can now take a look at the triangulation after a
time t � � sweeps. At this point in the simulation, the triangulation will resemble that
of 2d quantum gravity at small distance scales, but it will still be evenly distributed at
large distance scales. This leads to the hypothesis that the geometry within the geodesic
distance � is approximately uniform, but at large distances it is still regular. Starting
from a vertex, all other vertices on geodesic distance� will form a circle. This can be
visualised by assuming that the triangulation is made up of evenly distributed circles,
in which the triangles are randomly distributed, as can be seen in �gure 3. These circles
will all have the same radius � . We now suppose that� will grow as t. Within these
circles we can use equation (13) to give a relation for the number of triangles inside the
circle

n � c � 4: (14)

With c a constant. If we now look at the case oft = � , the entire triangulation needs to be
approximately uniform. Therefore N = n. Using equation (11) this gives: � (� ) � �

1
4 � .

We can now take the general case and retrieve

� (t) � t
1

4 � : (15)

Now if one takes a histogram of the distances in the triangulation between two vertices,
we would expect this histogram to re
ect this behaviour as well. Since taking this
histogram is e�ectively the same as measuring the amount of triangles at distancer
away from a vertex, one would expect the histogram to grow as� r 3 at small r , and as
� r at large r , as can be seen in �gure 4. The transition point would then be atr = � .
The behaviour of the histogram can then be described by the following relation

� (r ) = C� 2 r 3

� 2 + r 2 : (16)

wherein � (r ) corresponds to the value of the histogram atr and C a constant.
The function is constructed such that

� (r ) =

(
Cr 3 if r � �
C� 2r if r � �

: (17)
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Figure 3: An approximation of the triangulation after t sweeps.

Figure 4: Example graph showing the amount of vertices at distance r from one random
vertex in the triangulation, with �ts showing the behaviour of the curve as r increases.

This is where the advantage of only being able to have �nite N comes in to play. If N
were in�nite, the curve would increase linearly as r increases forever. However, because
N is �nite, this linearity cannot go on forever. We therefore can expect to see the curve
drop o� after a certain distance r = R, making R essentially the diameter of the system,
as can also be seen in �gure 4. This value can now be used by integrating� over r from
0 to R. This should then be roughly equal toN . This gives us:

N �

8
>>><

>>>:

Z R

0
Cr 3 dr =

C
4

R4 if R � �

Z R

0
C� 2r dr =

C� 2

2
R2 if R � �

(18)
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Which together with equation (15) then leads to:

R �

8
>><

>>:

(
4N
C

)
1
4 if R � �

(
2N
C� 2 )

1
2 =

r
2N
C

t � 1
4 � if R � �

(19)

This can be summarised as:
R � N

1
4 f (tN � � ) (20)

Where f is an unknown function with known limits

lim
t ! 0

f (t) =
2
C

1=2

t � 1
4 � (21)

lim
t !1

f (t) =
4
C

1=2

: (22)

3.3 Collapse

Equation (20) can be used to compute the critical exponent� if one can obtain a graph
containing all three other variables in it. This can be achieved by creating a plot like
�gure 4 for di�erent amount of sweeps. By then taking the value of r that is measured
most often, meaning the maximum of the graph, one can create a graph ofR against t,
the amount of sweeps. This can then be done for multiple N, to create more graphs that
can be compared to each other. An example of such a graph can be seen in �gure 5.
All these graphs then follow the relation from equation (20), the only thing that keeps
them from perfectly aligning is the fact that N appears in this relation. Therefore, if
we would divide the terms with N out of the equation, e�ectively rescaling the axes,
the graphs should perfectly align. After rescaling, plotting RN � 1

4 on the y-axis against
tN � � should result in all curves collapsing onto the unknown function f in the limit
N ! 1 . This is called �nite size scaling, and it is what allows us to �nd � by �nding
the best collapse. Only when the correct� is found, the graphs will collapse perfectly
on top of each other.
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Figure 5: Graph of the most probable distance between two random vertices for trian-
gulation with N triangles after preforming t sweeps.

4 Implementation

4.1 Simulation

The simulation that was used to create the triangulations was written in C++6. As de-
scribed in section 3, the simulation starts with a grid of triangles with periodic boundary
conditions. This grid is made by de�ning all edges in relation to each other. The code
uses half-edges, meaning two half-edges adjacent to each other make one whole edge.
This way, all triangles can be de�ned in half-edges separate from each other, which
makes it possible to perform 
ips on the triangles. The 
ips are made in the same
way, �rst by selecting a random edge to 
ip. Then the relations to the other edges are
rede�ned to result in a triangulation with an extra 
ip.

The starting point of the triangulation could be checked with three properties. The
�rst one being that the triangulation needs to be connected, that is to say, starting from
one edge and only travelling along edges, an observer on the map needed to be able to
reach all other edges. Secondly, to check if the triangulation itself was correct, it was
checked whether the observer would always end up on any edge it started on if it would
walk to the next edge three times. The last check was to calculate the genusg of the
triangulation was equal to 1, as it should for any torus. This was checked using the
Euler characteristic. This gave the veri�able equality

2 � 2 � g = #Vertices � #Edges + #Faces (23)

After having checked all three for the setup of the simulation, the rest could be executed.

The simulation then uses a Markov chain Monte Carlo process to choose a random
edge to 
ip, which is then repeated to gain the desired number of sweeps. The program
can then measure distances in the triangulation and save this data in a histogram. To
do so, we �rst need to have a uniform random vertex as a starting point to measure

6The codes of the simulation and the code for plotting can be found at: https://gitlab.science.
ru.nl/avasselt/code-simulating-random-triangulations .
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from78. It then performs breath-�rst search to assign distances to all other vertices in
the triangulation. It repeats this process a chosen number of times for new random
triangulations and then adds the histograms together, to reduce the statistical errors as
much as possible.

4.2 Analysing the results

The simulation was carried out 9 times for �ve di�erent N : 2 � 106, 2:88 � 106, 4:5 � 106,
5:78 �106 and 8 �106. Preliminary research resulted in the conclusion that values of N in
this order gave smooth histograms with no visible statistical outliers. This is needed to
reduce statistical errors. The speci�c amounts were chosen somewhat arbitrarily, with
an upper limit with regards to time limitations. Each time the simulation ran, it did
so for 20 times to add all that data together. In total it made 400 sweeps every time,
taking snapshots for the histograms at increments of 10 sweeps. The results were then
read into Python. To reduce statistical errors, the data needed to be averaged. To do
this, the jackknife method was used[15]. This method takes 8 of the 9 datasets for each
N and averages over these. The set left out can be changed 9 times, to create 9 sets of
averaged data.

The results (still in the form of a histogram), could now be used to create a plot like
�gure 5, by taking the maximum of the histograms. Now to assess the quality of the
collapse, we need a method to quantize the amount of overlap, as this was not possible
to see by eye in much detail. This was done by interpolation of the data so that mathe-
matical actions could be performed on it. This interpolation used the python algorithm
scipy.interpolate.interp1d.
To compare the curves with each other, the curve with the highest N was compared with
all the other curves one by one. This made it possible to compare only two curves at the
same time, instead of all �ve at once. It was chosen to compare to the curve belonging
to the highest value of N , as it is expected to satisfy equation (20) most accurately, as
the equation corresponds to an in�nite N .
While comparing the overlap after rescaling the axis using a certain �, the two curves
were subtracted of each other, this was then squared. This was then integrated over
from the minimal tN�� that both curves share to the maximal tN�� that both curves
share. To obtain the integrated square deviation x

xi =

Z
(Rmax(t0)�Ri(t0))2 dt0 ; (24)

with t0 = tN�� and i running over the curves to compare with the curve corresponding
to maximum N . This was then divided over the tN�� that was integrated over. This is
essentially taking the average over the squared di�erence. The integrated square devia-
tion x could then be minimised with respect to di�erent �, to �nd the � corresponding
to the most overlap. This was done using the golden section search[16]. This optimisa-
tion method is based on the idea that the minimum of the curve is positioned between
the two points on both sides of the point with the lowest value detected at that time in

7The way the simulation is structured only allows us to take a random edge and then choosing its
starting vertex. We want this to be a uniformly chosen vertex, to avoid having bias to vertices connected
to many edges, which would decrease the measured distances. Randomly picking any edge would result

in choosing vertices with probability dV
2#e

with dV the vertex degree, the amount of edges connected to

the vertex, and #e the amount of edges in the triangulation. To make this probability independent of
the vertex, we only accept a random vertex with a probability of 1

dV
:

8Edges are de�ned using directions, to de�ne the relations to other vertices. This way, an edge can
be connected to a next edge and a previous edge. The starting vertex is then de�ned as the vertex that
connects to the previous edge.
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the algorithm. It uses the golden ratio to determine the distances between these points.

There is, however, still a problem when performing this minimisation. This has to
do with the shape of the curve. As can be seen in �gure 5, the two curves are much
further apart from each other at low tN��. This means that this part of the graph has
a much higher contribution to x. This is a problem because at low t, there haven’t been
many sweeps performed on the triangulation. This means that the data is much more
sensitive to statistical errors than it would be at larger t. There are two ways to account
for this bias, both through rescaling the axes again.
The �rst one involves taking the logarithm of both axes. From equation (21) we can
conclude that the function f(tN��) in equation (20) will include a power law for small
values of tN��. This allows us to take the logarithm of both axes to retrieve a linear
function. As can be seen in �gure 6, this way, all parts of the graph will contribute
equally to x.

The other solution is to take the inverse of the y-axis, to change the bias to the right
part of the graph, where f(tN��) is large, as can be seen in �gure 7. To minimise the
susceptibility to statistical errors, this solution would be the preferred option, this will
be discussed further in section 5.2.

Figure 6: Graph of the maximum of the distance histogram versus the number of sweeps
t, both rescaled with a logarithm.

Using one of these methods, we can obtain the critical exponent � for the four values
of N compared to the highest value of N . As we expect to �nd the true value of � as
N goes to in�nity, we can expect to see the curve of � versus N converge to a constant
value of �. At this point, for every N there was still 9 sets of data that resulted from
the jackknife technique. The � for all these were averaged and the statistical errors
were calculated using the standard deviation on these multiple data sets. This was done
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Figure 7: Graph of the maximum of the distance histogram versus the number of sweeps
t, with the y-axis rescaled with an inverse.

using the jackknife standard error[17]

Sx =

sP
m(xm � hxi)2

(M � 1)M
: (25)

These graphs can then be used to compute � with both a statistical error and a system-
atic error.

16



5 Results

5.1 Histograms

Figure 8: Histogram of the distances to other vertices, measured in units of edges,
starting from a random vertex in the triangulation.

As described in section 4.1, the simulation produces histograms. It does this after a
certain amount of sweeps, so it e�ectively produces a snapshot of the distances in the
triangulations at that moment. One of the �rst results in this project was the creation
of these histograms. They were useful to determine if the data exhibits the expected
behaviour. As an example, �gure 8 shows such a histogram for a relatively low amount
of triangles, while still exhibiting the expected behaviour.

The histogram in �gure 8 has a few notable properties. First to note is that this
histogram was made of a triangulation with relatively low amount of triangles. This
however does not matter, since all triangulations exhibit the same behaviour and for the
purpose of this �gure it was not necessary to minimise the errors be increasing N .
This universality of behaviour can also be seen in the histogram itself, as all the curves
seem to follow the same pattern, even though they are not the same shape or size. This
pattern is the one described in equation (16), though not as distinctive as it would be
with N approaching in�nity. The change of the curves as the amount of sweeps increased
gave a good check if the triangulation behaved in a logical way, so by extension, a �nal
check for the correctness of the code.

As can be seen in �gure 8, the distances in the triangulation become shorter as the
simulation runs. This is expected because performing the 
ips cause the triangulation
to \crumple up", so to speak. This is because the amount of edges connected to a ver-
tex can change during the simulation, making it possible to �nd shorter paths to other
vertices during the simulation. After the distances become shorter, the curves start to

atten out again. This is because after a while, the triangulation can start to form
\spikes", long pieces of triangulation that start to branch out from the rest.
These spikes can increase the distances in the triangulation greatly. Since the results of
the simulation behave the way we expect them to, and since the triangulation satis�es
the properties explained in section 4.1, this is a strong indication that the simulation
works as intended.
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Note on the use of R

During this thesis, the fact that all histograms have a maximum at r = R, was greatly
used. It should however be noted that we also could have chosen to use the position of
the average of the histogram, so the distance that was measured on average. Preliminary
results, not shown in this thesis, showed that �gure 5 qualitatively stayed the same, so
with view on time constraint, the decision was made to only focus on measuring �
using R. This could however be interesting to take another look at in further research,
especially if this would a�ect the �nal number of � signi�cantly.

5.2 Finding the critical exponent �

The critical exponent � was found using the graphs in �gures 5, 6 and 7 as intermittent
results. Using the method described in section 4.2, the results in �gure 9 were obtained.
Their corresponding weighted average over all N can be seen in table 1.

Table 1: Results of � for the di�erent measuring methods.

Measuring method No rescaling Log-Log scaling Inverse scaling
� 0:4800� 0:0008 0:5579� 0:0015 0:5307� 0:0018

Figure 9: The optimal values of � as a function of the number of triangles N in the sim-
ulations that were compared to the simulations with the maximum number of triangles,
for di�erent rescaling techniques

As can be seen in �gure 9, the three methods do not agree with each other within
their respective errors. In these graphs, we expect to see a converging relation, as we
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know that the correct value of � should be found as N goes to in�nity. The result of the
�rst method, without performing any extra rescaling on the axes besides the collapse
itself, is signi�cantly lower than the other two results, and has a signi�cant di�erent
behaviour for high N . It therefore seems not close to being convergent for the chosen
values of N . For this reason, we can conclude that this method indeed has to much em-
phasis on the data taken at the beginning of the simulation. This method is therefore
left out of the rest of the results.

The other two methods are already much closer to each other, though they still do
not agree. As pointed out in section 4.2, the method using the inverse should have the
most emphasis on data with less statistical errors, and should for that reason give the
best result. From �gure 9, this seems indeed to be the curve closest to converging. At
this point however, it is not possible to say more about which curve better approaches
the true value of �. Therefore, for the �nal number of the critical exponent � the choice
was made to take the weighted average of both results. This gives the �nal result

� = 0:54� 0:03: (26)

The error is the systematic error, which is relatively large because of the high dependency
on the method to measure �. There is also a statistical error, which comes from averaging
over N and over the datasets from the Jackknife method, but it is negligibly small in
comparison.

5.3 Visual checks on �

Now that we have a value for the critical exponent �, we can take a look at the col-
lapses for it. In �gure 10 the collapsed graphs can be seen for � = 0:54. All three of
the collapses look very neatly, though the graphs in �gure 10c are not very smooth at
high tN��. This probably would be better in measurements with higher N , but as it is
relatively not a very large part of the graph, it will not have much in
uence on the �nal
result.

We can also visualise the triangulation for simulation times which are below and above �
for di�erent values of N, to see if our approximation in �gure 3 was correct and if there is
indeed a visual di�erence between the triangulation below and above � . This can all be
summarised in �gure 11, this shows the triangulation for di�erent values of N , namely
N = 800, N = 3200 and N = 12800, and di�erent values of t. The triangulations are
embedded in 2d, and all are shown in the same ratios. This gives an insight in how the
triangulations are e�ected with increasing N . In the �gure, the triangulation at t = 0 is
what we would expect, the simple grid that the simulation starts with. At time t with
t � 0:2� , the triangulation is clearly not a grid anymore, but still quite regular. Indeed,
at small scales it gives the impression of a truly randomised triangulation, but at large
scales it is still clearly regular. This is what was expected with the assumption made in
�gure 3. At t = � , the triangulation is completely randomised. This is especially visible
as there are no clear visual di�erences between the pictures for the three di�erent N
at this point. It is also impossible to divide these pictures in circles as in �gure 3, as
they are not regular enough for this. This gives the impression that this number for �
is indeed close to the true number that we would get for in�nite N .

Now that we have found the critical exponent �, further research could look into decreas-
ing the uncertainty on it by increasing the measurements, both in size and in quantity.
The toy model could also be expanded to add extra dimensions. Hopefully, these results
can teach us more about the geometry of our universe beyond the Planck scale.
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