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PREFACE 

"If you want, you find a possibility, if you do not want, you find an excuse” [Bertrand Russell]. 

 

About the author and lecturer 

School. Do you remember when and where your passions for 

study or work became apparent? I was born in 1962, the last 

year my (grand-)parents crossed the frozen river Rhine. Later, 

I grew up in a working-class district, playing in streets that 

frequently turned white, also in summer, because of snowfall 

by lead deposition from nearby smelters. Sitting upright in my 

bed in the middle of the night to relief shortness of breath, I 

wondered what the cause of my asthma was. A decade later, 

children from our neighbourhood were diagnosed to suffer 

from high blood levels of metals in the famous Arnhem Lead 

Study [Brunekreef et al. 1981]. In 1974, I went to pre-university education 

at the Christelijk Lyceum Arnhem. The building was situated 

near a little stream flowing through what was believed to be 

the last primeval grove in the region. My favourite subjects, 

chemistry and biology, had told me a lot about molecules and 

cells. Yet rather than paying attention to the blackboard, I 

looked through the window, curious about what I saw there. 

Ecological, let alone environmental issues were not part of the 

curriculum at that time. 

Study. In 1980 I moved to Wageningen University to study 

biology. In addition to regular courses in geology, hydrology, 

morphology, physiology and ecology, I spent an extra year on 

classes in air, water and soil pollution. The BSc programme 

made me familiar with objects ranging from molecules to 

communities, from water to soil and from viruses to mammals 

[Chapter 1]. Since teachers explained processes and patterns as 

unique to their own discipline, each fact presented increased 

the chaos in my head. It was only after reading “Systems 

Ecology” by Howard T. Odum, that I began to recognize 

similarities across different disciplines. Appreciating 

mathematical models as efficient tools to frame theory [Chapter 2], I 

reduced his 644 pages of formulas to a minimal set of 

equations needed to cover most systems [Chapter 3]. Initially, I 

encoded large sets of these formulas in line-programming 

software. Endlessly running such numerical models, I tried to 

understand their complex behaviour. Luckily, I ran into 

“Stability and complexity in model ecosystems” by Robert M. 

May showing that simple analytical solutions can be at least 

equally instructive [Chapter 4]. Since then, I honour the adage "if 

my model does not fit into a spreadsheet, I have not thought 

well enough about it". In MSc internships on water, nature, 

range and pest management across the Netherlands, Burkina 

Faso and the United States, I continued along this line, 

combining model, lab and field studies. While some saw the 

added value of this integration, most supervisors considered 

their own approach, either theoretical, experimental or 

observational, superior. A renowned professor in modelling 

insisted I should spend my time on adding even more 

equations to an already complex model rather than on deriving 

appropriate values for sensitive parameters. I was 

disappointed, not because I obtained a lower grade for my 

thesis but because optimizing synergy of theoretical and 

empirical evidence was apparently not appreciated. Still, I 

continued with this approach, initially modelling traditional 

drivers of life, such as light, water, nutrients, space and 

pathogens but gradually focussing on pollutants. Detecting 

problematic toxicants across the incredible number of 

substances emitted appeared an intriguing scientific 

challenge and an urgent societal endeavour few ecologists 

and environmentalists like to face [Bernhardt et al. 2007, Chapter 1]. I was 

told to specialise in human health because of more jobs, 

funding and prestige but my juvenile idealism drove me to 

plants and animals that cannot take care of their 

environment. I also intuitively felt that deriving principles 

applicable across thousands of substances and species would 

provide me with a perspective on human systems, 

supplementary to that of medical and technological experts. 

Figure 1. Setting with topic, chapters (numbers) and cause-effect 
chain (in colour [Figure 7]). 

 

Setting

Relevance

Methods description

↑

Results

↓

idealisation

[1]

intense & diverse product/consumption → 1000+ substances sites species groups

↓

environmental problems: right priorities & sustainable solutions: best alternatives

  

financial practical ethical constraints     …     boundaries sectoral disciplinary

incomplete  data   incompatible

databases           ←               articles              →              reviews

↓                   [2]                   ↓                   [3]                   ↓

statistical regression → detailed mechanism interpretation → overarching principles integration

 ↳ complex  

default parameters [5]     …     [4] simple models

sphere: techno [10]       →       geo [6] → bio: organisms [7] stressors [8] communities [9]

chain: driver → pressure → state → impact → response

emission →     fate → exposure → effect



Management. As there was a world out there to be saved, I 

left university after graduating in 1988. Working as a 

consultant, advisor and expert in agencies at the interface of 

science and society, I noticed that there was no shortage of 

book-keeping tools to assess substances, products, activities, 

interventions, species and what not. However, each evaluation 

was based on incomplete data, a bottleneck unlikely to be 

solved anytime soon because of financial, practical and 

ethical constraints. In addition, I noted that environmental 

issues were often studied separately, yielding incompatible 

data because of disciplinary and sectoral boundaries, just 

as experienced during my education. Pollution by greenhouse 

gases, nutrients and toxicants, for instance, was dealt with by 

experts from various backgrounds aiming at different 

objectives, using divergent methods and delivering dissimilar 

results [Chapter 1]. Universities, companies and governments 

involved in chemical pollution often do not exchange 

information because data and models are confidential, 

impractical or inaccurate for the objectives of each of these 

stakeholders. Crucially, if the relative and cumulative impact of 

multiple stressors cannot be assessed, management cannot 

set the right priorities among problems and select the best 

alternatives among solutions [Chapter 2]. To provide evidence-

based answers on questions from parliaments and authorities, 

without decades and millions of empirical studies, we 

challenged ourselves to develop models requiring minimal 

data input. In the spirit of “Finding fugacity feasible” by 

Donald Mackay and “The ecological implications of body size” 

by Robert H. Peters, I related parameters to well-known 

chemical properties and biological traits, in particular size [Chapter 

5 -10]. As a result, our models inherently provide default values 

for parameters, to be overridden by empirical values if data 

are available. Merging publications on analytical models with 

default parameter values in a thesis, I graduated as an 

external PhD at Utrecht University. 

Research. Over the years, many qualitative concepts to 

frame environmental problems and solutions have been hyped 

and forgotten. "Integrated water management", "ecological 

footprinting", "cradle to cradle", "industrial metabolism" and 

other frameworks certainly facilitate one to organise 

information. Yet, such "easily" created metaphors are of little 

help without "hard" (to achieve) assessments quantitatively 

describing, explaining and predicting the issues. Statistical 

regressions of an ad hoc and stand-alone nature are helpful 

for interpolation when data are scarce. Yet, these empirical 

relations are only helpful for extrapolation to new types of 

substances, sites, species and constructs if embedded in a 

lasting and coherent suite of mathematical equations based 

on mechanistic interpretations. Intrigued by the overarching 

principles of scaling, I therefore started to derive mutually 

consistent functions for rate, time, density, area and other 

parameters in chemical, physical and biological models [Chapter 5]. 

Due to the abolishment of governmental institutes bridging the 

gap between research and management, I moved to Radboud 

University Nijmegen in 2004, taking on a position as a 

professor. Enjoying collaboration in a multi-disciplinary group 

of environmental scientists interested in the "bigger picture", 

we derive stressor-response relationships, extending scaling 

from biology (plants, animals) to hydrology (e.g., rivers, lakes), 

technology (e.g., engines, buildings) and beyond. Our projects 

are externally funded by a diverse portfolio of governments, 

agencies and companies, warranting scientific 

independence and societal relevance. As scientific progress 

depends on adequate supervision even more than on 

sufficient funding, I prefer spending time on acquisition of 

knowledge rather than finances. I like to underpin our models 

with three independent knowledge sources: theory, 

laboratory experiments and field surveys. We ourselves 

collect data from databases and literature while our partners 

generate data in lab and field studies. In this way, the 

transdisciplinary approach, advocated by early environmental 

and sustainability scientists can now both qualitatively and 

quantitatively be delivered. 

Education. Converting information to knowledge is one thing, 

adequately sharing wisdom within a group is another. Often, 

the product ("what is the message") receives far more 

attention than the process ("how is the message 

communicated"), while in reality, "how" is more limiting than 

"what". Hence, I did a MSc minor in communication training 

and participated in many coaching and management courses 

thereafter. As a parent, trainer-coach, teacher-supervisor and 

head, I experienced that some kids, players, students and 

employees are intrinsically motivated for playing games, 

gaining insight or providing knowledge. Others are externally 

driven by deadlines, victories, grades, certificates and prizes 

[Ryan and Deci 2000]. Hence, in a role as coach or teacher, I aim to 

fulfil the needs of both. However, to my experience, curiosity 

(open mind) and commitment (pro-active attitude) works best 

in mastering an intimidating game, subject, system, model or 

project. Progress is considerably speeded up by breaking 

down complex assignments into manageable actions, 

whether it be receiving and passing a ball, or understanding 

and applying a concept. Practising, studying or writing without 

distraction or procrastination typically works best in 20-30 

minutes slots [Cirillo 2007, Allen 2015]. Rather than telling players what to 

do in a particular situation, immediately giving students 

answers to questions or providing tailor-made solutions for 

each problem, I like to provide you with a set of principles to 



be understood and applied in your own case. Evidence on 

learning styles in didactics shows that integrating and applying 

knowledge is much more efficient and rewarding than 

rereading and rehearsing information [Vermunt 1996, Busato et al. 1999]. 

 

About the book and course 

Objectives. Reading textbooks and attending courses as a 

student as well as writing and reviewing papers as a 

professor, provided me with insights that I summarised in a set 

of closely related chapters and presentations. Although all 

information may be interesting for anyone assessing 

environmental problems and sustainable solutions, selected 

topics are offered to students, scientists, managers, 

policymakers, regulators and consultants. After studying the 

text and/or attending the lectures [Chapter 1-5] and completing the 

exercises [Chapter 11], you should be able to 

- systematically analyse environmental problems and 

sustainable solutions [Chapter 1], 

- critically select model types and orderly follow modelling 

phases [Chapter 2], 

- thoroughly understand a minimal set of frequently used 

equations [Chapter 3] and modules [Chapter 4], 

- easily estimate parameter values using cross-disciplinary 

principles [Chapter 5] and 

- apply the models on pollution in abiotic [Chapter 6], biotic [Chapter 7-9] 

and technological [Chapter10] systems. 

Didactic design. The book and course are set up according 

to a familiar format allowing active studying. We start with an 

abstract, briefly mentioning the concepts of the upcoming 

sections. Next, the introduction describes the relevance by 

familiarizing you with the setting, identifying knowledge gaps 

and cumulating in objectives that help you to distinguish main 

from side issues. The subsequent sections qualitatively 

describe the main processes and patterns in the system 

examined, summarising knowledge from mono-disciplinary 

BSc programs [http://www.unibuc.ro]. Next, we derive quantitative 

equations idealising the same system, representing 

established (MSc) and innovative (PhD) theory. Information is 

subdivided in paragraphs and slides. Each unit, consisting of a 

paragraph and an accompanying slide, with a bold title (at the 

start/on top) and keywords (throughout) guiding you to the 

main message. Depending on your preference, you may study 

the chapters, listen to the presentations or read the 

transcripts. You can test whether you understand and 

remember those keywords by describing the contents to 

yourself in your own words. The contents itself is deliberately 

kept concise to minimize the amount of time for studying. 

Likewise, rather than polychrome photographs or sharp 

videos, systems in this book are represented by pictograms 

capturing essential information in a few basic shapes and 

colours. Forcing you to think about what matters most, 

equations are kept to a minimum both in number and nature. 

Each chapter concludes with questions and answers, 

intended for checking the level reached, not for memorization 

by heart. In addition to theory, assignments have been added 

to develop skills in translating systems to models, encoding 

equations into spreadsheets, assigning realistic values to 

parameters and exploring model behaviour. If you want to use 

models in your own BSc-MSc-PhD projects, you might pick up 

copies of SIMPLEBOX and especially OMEGA, containing 

many of the equations explained in the chapters and 

presentations, from the accompanying website. 

Contents outline. Over the last century, production and 

consumption by mankind has become intense and diverse, 

causing pressures to become widespread and complex [Figure 1]. 

Setting the right priorities among problems and selecting the 

best alternatives among solutions is difficult [Table 1]. Lab and 

field data are incomplete following financial, practical and 

ethical constraints as well as incompatible due to disciplinary 

and sectoral boundaries. To allow for integration of scarce 

information, we first systematically organise and classify those 

problems and solutions according to environmental issue, 

scientific discipline and societal sector, cause-effect chain 

and policy indicator [Chapter 1]. Next, we demonstrate how 

different types of models in subsequent phases of modelling 

allow us to convert scant facts to comprehensive theory [Chapter 

2]. The relationships are expressed as conceptual diagrams, 

discrete rules and classes, statistical regressions (for 

interpolation) and mechanistic interpretations (for 

extrapolation) [Chapter 3]. Combining a minimal set of 

expressions across systems yields building blocks, called 

modules, needed to assemble models [Chapter 4]. If actual values 

for parameters in equations are not available, we can obtain 

defaults as a function of well-known attributes of systems, 

such as size, using principles across disciplines [Chapter 5]. 

http://www.unibuc.ro/


This approach will be exemplified in subsequent chapters. 

First, we focus on kinetics of natural and synthetic substances 

in abiotic structures, esp. basins, determining quantities of 

light, air, water, solids, nutrients and toxicants available to 

organisms [Chapter 6]. Next, these external levels are kinetically 

related to internal concentrations in organisms [Chapter 7]. Intra- 

and interspecific tolerance to pollution and depletion 

determines the relative and cumulative response to stressors 

[Chapter 8]. Combining these relationships, the dynamics of 

communities with(out) disturbance is evaluated by density, 

productivity, diversity and related indicators [Chapter 9]. Finally, we 

obtain quantitative estimates of anthropogenic emissions and 

extractions from human constructs, ranging from engines 

and buildings to cities and countries [Chapter 11]. Throughout these 

chapters, we will flexibly interprete "substance" (L: 

"understand") as natural or synthetic matter with uniform 

properties ranging in size from molecules to particulates, 

materials and tissue. Such ans interpretation allows us to 

apply the equations and principles derived to any substance, 

including oxygen, nutrients, toxicants but also air, water, 

solids, sap, blood, food, tissue, materials etc. So, basins, 

organisms, communities and cities are thought of as systems 

with packages of water, blood, tissue and goods moving 

around, carrying other substances as well. In each chapter 

[Chapter 1-10], the introduction describes the relevance, linking 

concepts of subsequent sections to each other. Next, 

processes and patterns are qualitatively described, 

explaining trends over time and gradients in space. The 

systems are quantitatively idealised, arriving at models for 

flows of air, water, solids, tissue, materials and other 

substances through storages of consisting of one, two and 

many compartments. Finally, the main parameters in the 

equations are related to systems' attributes to allow for 

estimation of default values. The information was collected in 

meta-analyses carried out by my colleagues and myself. 

Depending on your familiarity and interest, additional 

explanation and detailed examples can be obtained from 

these literature reviews as well as the studies cited therein. 

Table 1. Outline. 

Preface storage form, pattern, gradient flow function, process, trend relevance & contents 

1 Environment issues, discipline, sector chain, indicator 1000+ problems & solutions → systematic classification 

2 Models type phase incomplete/incompatible facts → concise theory 

3 Expressions box, integral arrow, differential diagrams→rules-classes→regressionsinterpolation→interpretationsextrapolation 

4 Modules compartment connection different systems → similar modules (tanks … webs) 

5 Principles attributes motion, interaction actual → default parameters function of system attributes 

6 Geosphere basin area discharge substance kinetics in basins ~ 2D web → 1 tank 

7 Biosphere I. Organisms organ(ism) mass metabolism substance kinetics in cells-individuals ~ 3D web → 1 tank 

8 Biosphere II. Stressors substance concentration action stressor-response dynamics ~ 2 tank loop 

9 Biosphere III. Communities density, diversity productivity population-community dynamics ~ 1-n loop-series 

10 Technosphere construct activity substance kinetics in constructs ~ 2D web → 1 tank 
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1 ENVIRONMENT 

If one attributes problems to oneself, solutions become more likely” 

 

Environmental problems and sustainable solutions are systematically classified according to issue, discipline, sector, 

chain and indicator. While anecdotal incidents have been reported at regional scales since ancient times, production and 

consumption substantially intensified and diversified in the second half of the 20th century, affecting ecosystem and human health 

at a global scale. To set the right priorities among environmental problems and to select the best alternatives among 

sustainable solutions, millions of substances, sites and species need to be assessed [Section 1.1]. To integrate scattered information, 

we therefore systematically classify cases according to issues, in particular pollution, depletion, cultivation-urbanisation and 

fragmentation counteracted by prevention, remediation, conservation and restoration [Section 1.2]. We characterise the scientific 

disciplines and societal sectors involved, exploring ways to overcome bottlenecks in collaboration [Section 1.3]. Each issue 

encompasses a cause-effect chain relating driver, pressure, state, impact and response [Section 1.4]. Progress is described by 

indicators, ranging from midpoints for pressures to endpoints for state and impact [Section 1.5]. 

 

1.1 Introduction 

Intensified and diversified production and consumption 

affect ecosystem and human health. Over centuries, 

environmental issues have been important in various regions 

of the world. The rise and fall of ancient civilizations have 

been attributed to overexploitation of water and soil followed 

by pollution and depletion [Tainter 1988, Weiss and Bradley 2000, Turchin 2003]. 

Mining of heavy metals increased from 2000 BC onwards 

[Longman et al. 2018,], anecdotally linked to health problems such as 

dementia by lead in the Roman Empire [Nriagu 1983]. Episodes of 

smog occasionally demanded a death toll in the Industrial 

Revolution. However, problems started to become recurring 

and widespread in the second half of the 20th century after 

production and consumption intensified and diversified [Figure 

2]. The emergence of environmental issues as we know them 

today was sparked by the discovery of persistent pollutants 

accumulating in food chains. An illustrative case occurred in 

the Minamata Bay of Japan where children were observed to 

develop difficulties in walking and speaking [Takeuchi et al. 1959]. 

Microbial agents were suspected because of the local nature 

of the disease. Yet, cats and wildlife became affected too. 

Three years later, after more than thousand people had died, 

seafood contaminated by methylmercury emitted by a distant 

factory was identified as the cause. Methylmercury strongly 

binds to sulphur groups of proteins, in particular cysteine, 

accumulating in protein rich organs like liver, kidney and 

brains [Boelsterli 2007]. In the same decade, food chain accumulation 

of pesticides such as DDT was identified as an unexpected 

cause of wildlife decline in the United States and Europe [Carson 

1962]. Birds of prey like eider ducks on remote islands literally 

dropped from the air, due high organochlorine loads emitted in 

river deltas [Koeman et al. 1972]. Chemicals were known to be acutely 

lethal after direct exposure in agricultural, dietary and 

occupational settings. All of a sudden people realised that 

indirect but steady pollution by low emissions [Chapter 10] 

followed by transport over long distances [Chapter 6] and 

accumulation to high trophic levels [Chapter 7] lead to subtle but 

detrimental effects [Chapter 8-9]. One decade later, evidence 

emerged that energy, water, minerals, wood, food and other 

resources could become depleted [Meadows 1972]. In the eighties, 

nitrogen, phosphorus and sulphur compounds (esp. NO2, 

NO3
-- PO4

3-, SO2, NO) were recognized as causes of 

eutrophication and acidification threatening lakes and 

forests of North-Western Europe [Der Spiegel 1981]. Although early 

concerns on climate change already appeared in the nineties, 

carbon compounds (CO2, CH4) were firmly communicated as 

causes of global warming in the early 21st century [e.g., Gore 2006]. 

Over the whole period, cultivation and urbanisation of land 

continued to fragment and destroy habitats, calling for 

conservation and restoration efforts. 



Figure 2. Overview of issues emerging at subsequent stages. 

 

 

Environmental problems imply anthropogenic 

interference. Ecologists traditionally study plants and 

animals influenced by natural conditions. Medics take care 

of human health, governed by natural predisposition and 

personal lifestyle. Focussing on ecosystems and man, 

respectively, some causes for problems are examined. By 

contrast, environmentalists systematically deal with many 

anthropogenic pressures affecting plants, animals and man 

via their (a)biotic surroundings. Hence, a hurricane destroying 

nature or infrastructure is only classified as an environmental 

issue if it is (partly) anthropogenic, following, e.g., carbon 

dioxide emissions and subsequent climate change. Local, 

acute and simple problems, such as chemical spills or stream 

floods, are relatively easy to identify and solve ("low hanging 

fruit"). As a result, remaining pressures, such as emissions of 

persistent pollutants (e.g., CO2, PCBs) or cultivation of natural 

areas are of a global, chronic and complex nature. While the 

focus of this book is on pressures induced by man, we also 

discuss "natural" stressors such as drought, starvation, toxins 

and pathogens as their impact is often similar, related and 

cumulative. 

Sustainable solutions cover needs across time, space 

and species. Solutions for environmental problems are 

considered sustainable only if the needs of all people are 

covered, i.e., implying equality over time from present to 

future generations as well as over space from nearby to 

distant countries [Brundtland Committee 1987]. In addition to intraspecific 

fairness among humans, some consider interspecific sharing 

with other species to be a moral requisite of sustainability too 

[Costanza and Daly 1987]. 

Figure 3. Priorities of EU-citizens among different issues [EU 2005]. 

a. environmental vs. other b. within environmental 

  

From "hurray" for economic progress to "boo" for 

environmental deterioration. Environmental problems are 

usually considered equally important as economic and social 

issues [Figure 3]. New technologies are often first embraced by 

society because of the advantages emphasized ("hurray"). As 

disadvantages become disclosed, protests ("boo") increase 

as noted against, e.g., large dams built by civil engineers, 

pesticides designed by chemists, food genetically modified by 

biologists and endocrine disrupting drugs developed by 

pharmacists. Ultimately, it is in the hands of (new generations 

of) physicists, chemists, biologists whether their profession is 

considered a source of environmental problems ("Evil") or a 

key to sustainable solutions ("Saviour"). Following the public 

demands, products are banned by governments, wasting 

decades of commercial investments. As the specific need for 

which a material was designed remains, abandoned 

substances are often rapidly replaced by new ones [Blum 2016] 

and history repeats itself. 

From a few simple to many complex technological 

threats. Over the last century, production and consumption by 

humankind has substantially intensified and diversified. 

Consequently, the sheer number of substances, sites and 

species to be managed has also rapidly increased [Hendriks 2013]. 

Currently over 100,000,000 substances have been registered 

worldwide, with one being added every second [https://www.cas.org/]. A 

small fraction thereof are well-investigated natural 

compounds (e.g., H2O, O2, CH2O, SiO2) and 

macropollutants involved in climate change (e.g., CO2, CH4, 

N2O), eutrophication (e.g., NO3
-, PO4

3-) or acidification (e.g., 

H+, NH4
+, SO2). By contrast, knowledge of most 

micropollutants (e.g., Hg, PCBs, PFAS) is scant. Of the 

350,000 synthetic compounds marketed, 100,000+ chemical 

substances are officially awaiting evaluation [EU 2006, Hartung and Rovida 

2009, USEPA 2019, Fenner and Scheringer 2021] while only a couple of hundred are 

regularly monitored. Worldwide, there are 1,000,000 streams-

rivers and 300,000,000 lakes-seas to be covered [Downing et al. 2006 & 

2012]. About 16% of the EU soils is polluted and about 
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1,500,000 geographic sites potentially require clean-up 

[Mingelgrin and Nasser 2010, EU 2017d]. Plants, animals and humans are 

exposed to many different conditions (pH, temperature, etc.) in 

natural, occupational, residential and recreational settings. Of 

the 10,000,000+ species (L: "kind") present on earth, 10,000+ 

biological species endangered, with 3 lost per hour [Baillie et al. 

2004, Mora et al. 2011]. In addition, 10+ human subgroups reflecting 

differences in age, gender and ethnicity among humans 

require protection. So far, the focus was on relatively "easy" 

substances (e.g., parent, neutral, passively transported 

compounds), species (e.g., guppy, mouse), subgroups (e.g., 

male, adult) and conditions (e.g., 20°C). Now that low hanging 

fruit has been picked, "difficult" substances (e.g., metabolites, 

ions), species (e.g., wildlife), subgroups (e.g., female, juvenile) 

and conditions (e.g., variable) need to be addressed as well. 

Thus, because of both the numbers and complexity to be 

tackled, future risk assessment will be even more challenging. 

From scattered to focused assessment opportunities. Of 

all pressures, emissions of pesticides, pharmaceuticals and 

other micropollutants expand fastest by far, more than 

twice as rapid as releases of carbon dioxide and nutrients or 

the expansion of cultivated and urbanised areas [Bernhardt et al. 2017]. 

Sadly, toxicants are addressed in only 1% of studies on 

ecological health, far below the number of publications, 

meetings and grants directed to carbon dioxide and nutrient 

pollution as well habitat and species loss [Bernhardt et al. 2017]. While 

the number of researchers in environmental and sustainability 

science has grown exponentially at a rate not seen in any 

other discipline before [Bettencourt and Kaur 2011], enrolment of students 

in environmental chemistry and toxicology is low and, as a 

result, vacancies for positions in chemical risk assessment 

are abundant [e.g., Hartung 2009]. 

Objectives. In the present chapter, we aim to systematically 

order environmental problems and sustainable solutions 

allowing for an efficient design of models [Chapter 2- 10]. To that 

end, we frame cases according to environmental issue [Section 

1.2], scientific discipline or societal sector [Section 1.3], cause-effect 

chains [Section 1.4] and indicator types [Section 1.5]. 

 

1.2 Issues 

Pollution and depletion. Human interventions can be very 

diverse, ranging from deforestation in pristine areas to air 

pollution in inner cities. Classifying these issues facilitates 

understanding and solving them. Large emission of physical, 

chemical or (micro-)biological agents increases the 

concentration ("too much") in the system [Figure 4]. Some 

distinguish between contamination (above natural levels) and 

pollution (above no effect levels) [Chapman 2007] but the difference 

is vague and not used here. Physical pollutants include noise, 

light, heat and radiation (e.g., UV, α, β, γ). Chemical 

contaminants are subdivided according to the physical-

chemical properties (e.g., acids, salts, plastics, aerosols) or 

toxicological and ecological effects (nutrients, toxicants, 

greenhouse gases). "Unwanted" (micro-)biological agents, 

such as pathogens, parasites and exotic invaders may also 

pollute the system and are therefore subject to similar 

assessment procedures [Verbrugge et al. 2012, Matthews et al. 2016, Panov et al. 2009]. 

While large emissions of pollutants lead to pollution, excessive 

extraction of resources causes depletion (“too little”). 

Systems may become depleted by extraction of fuel, minerals, 

nutrients, water (e.g., for drinking, drainage and irrigation) and 

biomass (e.g., wood, fish, deer). In this book, we focus on 

pollution by substances but we also cover related issues that 

can be addressed by the same approach. 

Figure 4. Interventions categorised as problems (red) and ex ante 
(“before”, green) or ex post (“after”, blue) solutions achieved by 
turning in- and output on or off in systems with(out) change of use. 

  
Cultivation, urbanisation, fragmentation, globalisation. 

When a system is polluted or depleted, there is no intention to 

modify its function. By contrast, use is deliberately changed 

by reconstruction of land and water as well as by 

construction of infrastructure (roads, buildings etc.). Area 

become cultivated or urbanised, reducing space available to 

indigenous plants, animals and humans. There is a long-

standing debate on whether combining (“sharing”) or 

separating (“sparing”) natural and agricultural functions is the 

better option. Preliminary studies suggest that separating 

areas of intensive farming, logging and fishing from fully 

protected areas is better than average exploitation of the 

whole region [Phalan et al. 2011, Balmford et al. 2018]. Dissection and reduction 

of habitats, together called fragmentation, ultimately leads to 

the destruction of nature [Chase et al. 2020]. Separation of large 

populations may lead to development of new species 
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groups causes inbreeding and inhibits reproduction 
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invasive species. In addition to increased connectivity with the 

source area, establishment is also determined by changes in 

the sink region. For example, replacing soft by hard substrate 

or increasing temperature facilitates invasion of some mussel 

species [D'Hont et al. 2018]. 

Figure 5. Interventions examples in basins 
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Prevention, remediation, conservation and restoration. 

Next to problems, interventions can also be oriented around 

solutions. Pollution may be prevented by banning substances 

or prohibiting emissions [Figure 5a]. Depletion may be avoided by 

restricting extractions by, e.g., oil drilling rights or fishing 

quota. If a system is already polluted, environmental 

remediation may be applied. Dirty sediments are cleaned-up 

to protect wildlife, while surface water is filtered before use as 

drinking water [Figure 5c]. Likewise, depleted resources may be 

renewed, e.g., by allowing lakes to be filled up for irrigation or 

power generation. Nature destruction is avoided by 

conservation [Figure 5b]. Alternatively, disappeared species might 

return after ecologically restoring destroyed systems, for 

instance by repairing surface water and groundwater 

dynamics [Figure 5d, Van Duinen 2013]. Abiotic conditions may be restored 

within a few years but biotic recovery may take decades 

because of population and community development delays [e.g., 

Matthews et al. 2010, Van Kleef 2010, Van Turnhout et al. 2012]. While a full return to the 

original state is usually referred to as restoration, development 

towards a natural situation within socio-economic constraints 

tend to be referred to a rehabilitation [Matthews 2017]. Recently, 

additional interventions have been defined for specific issues. 

Climate change mitigation refers to the reduction of 

greenhouse gas concentrations by reducing emission (e.g., 

deforestation) or increasing absorption (e.g., reforestation). 

Adaptation points to people adjusting to the changing 

environment for instance by raising dikes to prevent flooding. 

 

1.3 Disciplines and sectors 

1.3.1 Objectives, objects and scales 

Scientific disciplines and societal sectors. Environmental 

issues are addressed by many scientific disciplines, ranging 

from physics to economics, as well as by different societal 

sectors, including education-research (schools, university 

etc.), commerce (agriculture, industry, consultancy etc.), and 

governments (policymaking, management). Fundamental 

research unravels basic mechanisms and first principles, 

requiring direct and public funding, i.e., by scientific 

departments of (inter-) national governments. Applied science 

identifies societal problems and regulatory or technological 

solutions, indirectly financed by public and commercial 

parties with specific information needs. Although varying per 

country, the percentage of the gross domestic product spent 

on research and development remained the same over time, 

globally at an average of 2% [https://data.worldbank.org]. Yet, federal 

funding is decreasing, probably because rapid information 

exchange reduces competitive advantage of fundamental 

research [Press 2013]. While grants for urgent problems and 

instantaneous solutions are readily available, budgets for 

revealing principles across environmental and sustainability 

issues are limited. Educational programmes usually start with 

basic mechanisms and first principles in the BSc phase. Later, 

MSc and PhD students specialise in various directions. Being 

a rich source of recently acquired knowledge to their 

employers, early career professionals focus on their 

disciplinary expertise. Later, they take on management, 

policy or other duties not bound to a specific discipline. 

Hence, most start as generalists, become specialists at 

towards the end of our education and in the beginning of our 

career to end as generalists again. Accordingly, stakeholders 

involved in environmental problems and sustainable solutions 

range from citizens, activists, companies, universities, 

consultancies, agencies and governments dealing with water, 

nature and health [Figure 7]. 

Descriptive, explanatory and predictive objectives. 

Depending on traditions and missions, (sub)disciplines and 

(sub)sectors be descriptive, predictive or explanatory. 

Although sometimes used as opposite to normative ("what 

ideally should be"), we will use descriptive ("what actually is") 

to refer to studies, especially of past and present states, such 

as temperature, substance concentrations, species 

abundance and other indicators. So, descriptive approaches 

entail bottom-up monitoring and detailed analysis 

holistically laid down in context-specific narratives [Figure 41]. At 

the other end, predictive studies provide projections of future 

development. Using statistical or mechanistic models, 

reductionists top-down simplify reality by a few laws for 



prognostic purposes (G: "fore-known") [Khagram et al. 2010]. In 

between, conceptual diagrams with causal pathways are 

typically used explain how things work [Khagram et al. 2010] in a 

diagnostic (G: "through-known") setting. 

Abiotic, biotic and social objects. Natural systems are 

investigated by natural sciences including physics, chemistry 

and biology [Figure 6]. Physicists and chemists study patterns and 

processes in the abiotic (G: "not life") compartments. 

Meteorologists, hydrologists, geologists and other earth 

scientists focus on understanding of, e.g., river hydraulics, 

climate typology and infrastructure development. 

Technologists build products from energy and material 

resources. While water and soil quantity issues are 

investigated by physicists, chemists look at air, water and soil 

quality, as determined by their molecular composition. The 

fate of natural and synthetic substances in abiotic 

compartments is examined by hydro-geochemists and 

environmental chemists, respectively. Biologists, such as 

toxicologists, pathologists and ecologists, study the effect of 

physical-chemical pressures on biotic (G: "life") entities. In 

addition to these natural sciences, various social disciplines, 

such as economics, sociology and management are involved 

in environmental issues too. 

Figure 6. Characteristic length and time of systems indifferent 
sciences and at different scales [Bloschl and Sivapalan 1995]. 

 
Micro- and macroscopic scale. Some sciences focus on the 

microscopic scale, ranging from atoms (G: "indivisible"), 

molecules, particles, organelles to cells. Macroscopic 

phenomena are visible to the naked eye and include organs, 

individuals (L: "indivisible"), populations, communities, biomes 

and planets [Figure 6]. Refined classifications vary among (non-

)living systems: nano-particles (1-100 nm), nano-plankton 

(1000-10,000 nm), micro-particles (1-1000 μm), micro- and 

microfauna (<100 μm), macro-particles (10-100 mm), mega-

particles (>100 mm), megafauna (> human), megacities (107 

inhabitants [d'Hont et al. 2021c]. Understanding a given scale often 

benefits from studying one below and above it as well. A forest 

can be best understood by taking into account processes in a 

tree as well as succession of woody communities. In some 

cases, even more levels are needed. Assessing accumulation 

of toxicants in food chains, for instance, involves knowledge of 

uptake via membranes at the level of cells as well as predator-

prey interactions at the level of communities. If the ultimate 

goal in environmental issues is protection of plant and animal 

populations as well as human individuals, research should 

always include impact at high levels of integration. 

 

1.3.2 Cooperation 

Language, tradition, scales and values hamper 

collaboration. Environmental issues are complex, involving 

many disciplines and sectors. Problems and solutions are 

addressed by different experts and stakeholders, using 

divergent methods and delivering dissimilar results. While 

many consider interdisciplinary and intersectoral cooperation 

crucial, few have systematically studied bottlenecks of 

collaboration within and across issues. Yet, some anecdotic 

information is available [e.g., Benda et al. 2002]. Firstly, specialization 

towards the scope, set by objective, discipline, sector and 

scale may hamper development of a common language. 

Small but crucial differences exist, e.g., between ecological 

and economic interpretations of concepts like productivity and 

diversity [Chapter 10]. Secondly, tradition may be completely 

different. Physicists often want to explain and predict based on 

unifying theories while biologists tend to empirically describe 

organ(ism)s in detail. River authorities with a background in 

hydrology, educated on quantitative regressions for water flow 

in well-defined urban and rural areas, cooperate with nature 

managers graduated in ecology with qualitative knowledge of 

species distribution in highly variable pristine systems [Benda et al. 

2002]. Thirdly, differences in level may cause a mismatch in 

temporal or spatial scales [Figure 6], invoking differences in the 

perception of precision, e.g., qualitative versus quantitative, 

and accuracy, e.g., with factor 2 or 10. In laboratory 

experiments with substances, experts in chemical analysis 

provide concentrations with an accuracy within decimals, while 

regulators consider toxic response by organisms becomes 

only relevant if more than a factor of 2-3. Fourth, moral values 

may vary [Vugteveen et al. 2010]. For instance, economy and technology 

are more appealing to optimists while ecologists are generally 

more sceptical on the future. Bottlenecks in language, 

traditions and scales can be resolved by formulating plain 

problems, accepting differences in precision or accuracy and 

generating new data [Benda et al. 2002]. 

From multi- to transdisciplinary collaboration. The degree 

of cooperation ultimately achieved increases gradually from 

mono- to multi-, inter- and transdisciplinary. In 

monodisciplinary approaches collaboration no interaction with 

other fields exists. Although occasionally used for specific 

concepts, cross-disciplinary usually refers to cooperation 
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involving interaction between different disciplines in general. In 

multidisciplinary collaboration studies co-exist in context, with 

experts from different disciplines separately pursuing a 

common objective. Cooperation is interdisciplinary if, in 

addition to a common goal, theories from different disciplines 

are shared and combined. Even further, transdisciplinary 

collaboration leads to synthesis of new theory across 

disciplines, sometimes requiring stakeholder involvement as 

well [Acutt et al. 2005, Stock and Burton 2011, Scholz and Binder 2011]. Sciences like 

philosophy and history are traditionally considered 

interdisciplinary. Ecology also has a record on intense 

collaboration, especially with other natural sciences covering 

abiotic parts of ecosystems. Since about 2000, environmental 

and sustainability science is also advancing towards 

unification of concepts [Bettencourt and Kaur 2011]. Fortunately, there is 

no shortage of assessment tools. Over the years, many 

qualitative metaphors have been developed including, cradle 

to cradle (C2C), integral water management (IWM), 

ecosystem health (EH), ecological footprint calculations (EF), 

holistic rangeland management, industrial or urban 

metabolism (IM/UM) and circular economy (CE). Sadly, most 

of them have only been applied to a few cases [Rossi and Hendriks 2021]. 

In the present book, we therefore focus on quantitative 

models, across sciences. In the original spirit of a 

transdisciplinary system approach, we specify cross-

disciplinary models parameterised by overarching principles. 

Transport of water in river networks, of substances in blood 

vessel systems, of fuel in engines, of tissues in food webs and 

of inhabitants in city road networks is covered by the same 

models based on molecular, lake, organism, vehicle, trophic 

and city volume. While a true transdisciplinary science might 

be beyond reach, a fascinating insight in similarities and 

discrepancies between the disciplines involved is rewarding in 

itself. 

 

1.4 Chains 

Driver - response chain. Cause and effect are linked by the 

Driver-Pressure-State-Impact-Response DPSIR chain [EC1999] or 

one of its dozen's variants [Patrício et al. 2016]. To meet our basic 

human needs of energy, air, water, food, shelter, mobility and 

fun [Marlow 1970, Smeets and Weterings 1999] we carry out activities as mining, 

logging, hunting, farming, building, transporting and 

manufacturing [Figure 7]. Activities require and generate 

substances, such as water, minerals, oil, carbohydrates and 

pesticides, yielding products like bricks, petrol, potatoes, cars 

and waste. Drivers invoke pressures on the environment, 

including emission of pollutants, extraction of resources, 

cultivation or urbanisation of land [Figure 4]. As a result, physical, 

chemical and biological states change. Volumes of energy or 

water decrease, areas of nature diminish and concentrations 

of pollutants increase. Alteration in state has an impact on 

human well-being in medical, social and economic terms. 

Confusingly, ecological indicators such as productivity and 

diversity have been assigned to state as well as to impact 

[Patrício et al. 2016]. Response by society involves feedbacks, 

including those for prevention, remediation, conservation and 

restoration [Section 1.2]. For example, to meet our food demands 

[kg∙y-1] (needs), we grow crops on arable land [m2] (activities) 

[Figure 7]. Spraying of pesticides into the environment [kg∙y-1] 

(pressure) increases their concentrations [μg∙L-1] benefitting 

income [€] but affecting health [%] of farmers (impact). 

Likewise, energy [J∙s-1] and water [m3∙s-1] demands of people 

(needs) are met by constructing mills and dams (pressures), 

reducing spawning areas [m2] (state) of red list species like 

salmon. Actions (response) may be taken, e.g., limiting food, 

energy and water demands by norms, reducing agriculture 

and engineering by quotas, restricting pesticide by standards 

and compensating dams by fish ladder requirements. 

Figure 7. Cause-effect chain concepts (coloured) and quantities 
(white) for environmental issues in general (drivers … responses, 
upper half) and chemical pollution in particular (emissions … effects, 
lower half) with interventions (italics), disciplines and stakeholders 
involved. 

 

Source- and effect-orientation. Just as for- and backward 

chaining in models [Section 2.4.1], the cause-effect chain can be 

followed in two directions. Starting from needs like food and 

safety, forward chaining indicates how pressures cause 

ecosystem and human health problems. Crop protection, 

waste incineration, dike reconstruction and nature restoration 

change opportunities for wildlife and man [Figure 8]. Interventions 

in this direction are source-oriented, reflecting the notion 

(beforehand) prevention and conservation are better than 

remediation and restoration (afterwards), expressed in 

slogans like “Play it safe" and "Everything that does not end 

up in the environment does not need removal”. Points of 

departure for prevention are the use of "Best Available 

Technology" (BAT) and the "As Low As Reasonably 

Achievable" (ALARA) principle. Alternatively, solutions can 

be obtained by chaining backwards from ultimate aims. 

Starting from protection goals, for example, we may create 
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chemicals that are "Benign by Design" (BbD) or build "eco-

friendly" infrastructure. Such an effect-oriented approach 

presumes that “the environment can deal with some 

disturbance" up to the limits set by environmental quality 

standards (EQS). If exceeded, remediation or restoration is 

required. Source-oriented and effect-oriented approaches are 

connected by the precautionary principle described 

informally as "if in doubt, cut it out" and formally as “When 

human activities may lead to morally unacceptable harm that 

is scientifically plausible but uncertain, actions shall be taken 

to avoid or diminish that harm” [UNESCO 2005]. In other words, 

impact should be minimal rather than zero and based on 

evidence rather than anxiety. Ad hoc problems are prevented 

by allowing activities only after the initiator has proven them to 

be harmless. Vice versa, post hoc problems invoke calls from 

society for stringent interventions to prevent (further) losses 

and conserve (remaining) values. Differences between 

estimated and true impact are dealt with by so-called safety, 

extrapolation, application or uncertainty factors [Section 1.4, Chapman 

et al. 1998]. Values for extrapolation factors are chosen to realistic 

best- and worst-case, avoiding extremely unrealistic 

scenarios. To minimise societal impact and to maximise 

research incentives for environmental and other threats, one 

usually starts with large uncertainty factors that are gradually 

reduced if more information becomes available. After 

assessment, in risk management decisions weighs costs 

and benefits of options. 

Figure 8. Source- and effect-orientation in chain for chemical emission 
and physical reconstruction. 

 

Policy frameworks. Knowing the legislative and financial 

restrictions faced by governments and companies, allows 

universities and consultancies to develop tools and provide 

education that fit in the workplace [Agerstrand et al. 2017]. Along the 

cause-effect chain, these stakeholders interact in many 

diverse settings across regions and countries [Figure 7]. At the 

international level however, a few important frameworks can 

be distinguished. Pollution by substances is addressed in 

(Human and Ecological) Risk Assessment ((HE)RA). Whole 

products and activities are evaluated by Life Cycle Analyses 

(LCA), inventorying each phase between mining of raw 

materials and waste disposal for all possible impacts, ranging 

from land use changes to human toxicity. The combined 

impact of all relevant interventions on species in a certain 

area is evaluated in so-called Environmental Impact 

Assessments (EIA). Prevention of pollution is globally 

enforced by agreements like the Basel (waste), Rotterdam 

(chemicals), Stockholm (persistent organic pollutants) and 

Minamata (Hg) Conventions [http://www.brsmeas.org/]. Emissions of 

chemicals have to comply with regional scheme like the 

Registration, Evaluation, Authorisation and Restriction of 

Chemicals Directive (EU-REACh), the Toxic Substances 

Control Act (USA) and the Canadian Environmental Protection 

Act [ECHA 2009, USEPA 2019, Government of Canada 1999]. Consumer safety is 

additionally regulated in specific directives. Conservation and 

restoration are addressed by EU legislation, like the Water 

Framework (WFD), Marine Strategy Framework (MSFD), 

Habitat (HD) and Bird Directives as well as bodies like the 

Arctic Circle [www.arcticcircle.org], the Oslo-Paris Commission 

(OSPAR) for the North-Atlantic [https://www.ospar.org/]. 

Potential and actual assessment. In this book, we assess 

pollution in relation to depletion, cultivation and urbanisation 

[Figure 4]. Following the environmental cause-effect chain, we 

subsequently address emission, fate, exposure and effects 

by subsequently focussing on high production volume (HPV), 

persistent (P) [Chapter 6], bioaccumulative (B) [Chapter 7] and toxic (T) 

[Chapter 8] substances. To identify problems efficiently, a tiered 

approach is followed. First, potential impact of large numbers 

of substances, sites or episodes are screened and prioritised 

by high-throughput tools that require limited information. 

Then, substances, locations and periods actually suspected 

to be dangerous are quantitatively evaluated by 

sophisticated models and expensive data collection [Van Leeuwen 

and Vermeire 2007]. Risk assessment minimally involves a comparison 

of exposure and effect (safe) concentrations but is often 

extended to impact on plant, animal (population density, 

community diversity) and human (morbidity, mortality) health. 

 

1.5 Indicators 

Proxies, indices and references. To monitor or model 

development of issues over time as well as to prioritize 

between different pressures, policy-making requires 

indicators. Preferably, such markers are measurable, sensitive 

and specific to changes as well as scalable to different periods 

and regions. In some cases, the indicators of interest cannot 

be monitored directly and have to be obtained indirectly from 

well-correlated “proxies”. For instance, past temperatures or 

concentrations can be estimated from sediment cores, using 

pollen or isotope compositions. Rather than approximation, 

different variables may be combined to overall indicators, 
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called indices, such as a "green label" or the Shannon-

diversity index. As these artificial indices are especially 

meaningful to the designer and cannot be related to actual 

measurements, we do not use them in this book. Actual 

values of indicators are often compared to a reference. One 

may evaluate impact of technologies by benchmarking 

indicators to current or future practises. Alternatively, one 

may compare levels to those in natural conditions without 

(negative) anthropogenic pressures, represented by, e.g., 

background concentrations of metals, fossil extinction rates of 

species and human mortality in healthy countries [Figure 9]. Such 

undisturbed field situations may be obtained from (pre-

)historical data of the same location or recent data of pristine 

regions with similar conditions [Section 2.5.8]. Alternatively, lab 

controls may indicate the level above which (a given fraction 

of) individuals, populations and communities are affected. 

Sometimes, any deviation from natural conditions is 

considered undesirable, like in applied in the "Play it save" 

strategies and "sparing" zones. In other cases, some change 

is allowed, like 2°C temperature increase in climate policy and 

5% species loss in chemical pollution [De Hollander and Hanemaaijer 2003]. As 

full protection is rarely feasible, more refined way to define 

reference values are developed [Barnosky et al. 2016]. Note that 

current, future and undisturbed references are mirrored in 

autonomous, sustainable and natural scenarios [Section 2.5.8]. 

Figure 9. Global species extinction rate in the past, present and future 
[MEA 2005, Pereira et al. 2010, Ceballos et al. 2015]. 

 

Relative and cumulative impact. Often, ecosystem and 

human health are affected by multiple activities at the same 

time. To set priorities among problems and select 

alternatives among solutions, one therefore needs to know 

the contribution of each pressure to the overall impact. 

Unfortunately, different issues are covered by different experts 

working in different organisations, disciplines and sectors, 

each with their own indicators. For instance, effects of nature 

destruction and resource depletion are often indicated by the 

area or volume remaining, like km2 of nature reserve or tons 

of oil, water or fish, while pollution is usually characterized by 

concentrations, e.g., kg·L-1 of substances. 

Physical-chemical midpoints. Mid-points refer to indicators 

somewhere halfway the causal chain. These indicators tend to 

be less variable and help to identify activities and pressures 

that cause the problem. Examples include emissions and 

concentrations of substances and extraction of resources 

[Butchart et al. 2010]. To allow for comparison of different substances, 

products or activities, different mid-points have been 

developed, including vivid examples as the ecological 

footprint [Huijbregts et al. 2010, Hanafiah et al. 2012]. As energy, water and land 

use are closely connected, outcomes are strongly correlated, 

e.g. 6 out of 135 indicators investigated explained 92% of the 

variability [Steinmann et al. 2016]. Yet, differences occur between 

products and activities related to specific substances, such as 

nutrients, metals, non-CO2 gases, pesticides [Huijbregts et al. 2008 & 2010, 

Hanafiah et al. 2010]. 

Figure 10. Contribution of pressures to species richness variability at a 
global and regional scale [Peeters et al 2000, Alkemade et al. 2003, Schipper et al 2008, Maxwell et al 2016]. 

a. global threatened b. global terrestrial 

  

c. local aquatic d. local terrestrial 

  

Ecological endpoints. Endpoints reflect significance and 

impact. Ecosystem structure and functioning are assessed by 

indicators for diversity, density and productivity. As diversity 

is easiest to estimate, management usually aims to minimise 

the fraction or number of species impacted. In risk 

assessment (HERA), diversity is typically reflected by the 

potentially affected fraction [/] of species (PAF). Analogous to 

impact on human lifespan (see below), product assessment 

(LCA) focusses on the number of species potentially affected 

over a specific period or location [#·y, #·m2]. Nature 

conservation may seek to protect an absolute number of 

species [#]. Depending on the methods applied, the region 

concerned, the information available and the endpoints 

chosen, contributions by different pressure to the overall 

impact vary. At a global scale, impact on richness, expressed 

as the number of (near-)threatened species was mainly 

(>40%) attributed to depletion (logging, hunting, fishing) and 

cultivation (crops, livestock), followed by pollution and climate 

change [Figure 10a-b]. Specific taxa such as insects are reportedly 

more affected by habitat change and pollution than by climate 

change, opposite to the media attention generated on global 
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warming [Sánchez-Bayo and Wyckhuys 2017]. At a local scale, richness may 

be determined by other factors. Variability in invertebrate 

diversity in the Rhine delta was attributed to physical factors 

(e.g., grain size, inundation), macro-chemical (e.g., chloride), 

toxicological (e.g., metals) and ecological (e.g., vegetation 

height) factors [Figure 10c-d]. In many cases, a large fraction of the 

variability in indicators could not be attributed to any 

anthropogenic factor measured and evidence for cause-effect 

relationships is limited [grey in Figure 10]. Moreover, whether diversity 

loss corresponds to a proportional decline of density 

(biomass) and productivity remains unknown. Over the last 

decades, for instance, insect biomass decreased in terrestrial 

but increased in aquatic systems [Hallman et al. 2017, Van Klink et al. 2020]. In 

the next chapters, we therefore intend to quantify relationships 

between pressures, diversity, density and productivlty of 

systems. 

Figure 11. Contribution of pressures to human diseases and death at 
a global and regional scale [De Hollander and Hanemaaijer 2003, Prüss-Üstün and Corvalán 2006]. 

World Netherlands 

  

Medical endpoints. Human health is expressed by various 

indicators [cf. Geelen 2014]. The risk of death for an individual may 

be used to derive environmental quality standards. The norm 

for humans has been set at one death per million individuals, 

slightly above the risk of being struck by lightning [Figure 11]. 

Mortality and morbidity are usually combined in the Disability 

Adjusted Life Years (DALYs), i.e., the total of years lost due to 

premature death and the weighted years lost due to diseases 

[Prüss-Üstün and Corvalán 2006]. The maximum age achieved in the 

healthiest country, i.e., Japan, is used as a reference. Global 

exposure of humans to the few chemicals assessed (i.e., 

particulates, ozone, metals, organohalogens, -phosphates) 

accounted for more than 5% of the global Disability-Adjusted 

Life Years (DALYs) [GBD 2015] costing 6% of the Gross Domestic 

Product (GDP) [Grandjean and Bellanger 2017]. About ⅛ (EU) to ¼ (world) 

of all diseases and deaths was attributed to environmental 

problems [Prüss-Üstün and Corvalán 2006, Prüss-Üstün et al. 2016]. Air and chemical 

pollution contributed substantially to lung diseases, growth 

retardation (lead) and poisoning. Water-borne diseases, such 

as diarrhoea and malaria as well as drowning result from poor 

sanitation and flooding [Figure 11]. In the Netherlands, smoking, 

eating, drinking and other lifestyle factors explained most of 

the risk experienced [Figure 11]. Worldwide, 85% of the cancer 

cases was attributed to diet, tobacco, infections and obesity, 

with about 15% left for genes, alcohol, radiation and pollution 

[Anand et al. 2008]. Interestingly, perceptions might be completely 

different. While many people avoid open areas in bad weather 

because of lightning, few divert from busy and polluting traffic 

on dangerous roads. 
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2 MODELS 

Making things (too) complex is easy, make things (not too) simple is difficult. 

 

Models represent systems, come in types and pass phases. Models are increasingly used in science and society because they 

create comprehensive knowledge, stimulate abstract thinking, facilitate quantitative assessments and allow future predictions 

based on systematic mathematics [Section 2.1]. We define a system as a coherent set of real entities and a model as a simplified, 

virtual representation thereof. Alternating between derivation of models and collection of data efficiently increases knowledge [Section 

2.2]. All models consist of variables that change, parameters that remain constant and operators that connect them [Section 2.3]. Yet, 

many different types may be distinguished, including conceptual, statistical and mechanistic (including analytical and numerical) 

models [Section 2.4]. While modelling, one passes through different phases, starting by schematising a vague prototype and ending with 

application of a fully tested and documented version [Section 2.5]. 

 

2.1 Introduction 

From incomplete information to comprehensive 

knowledge. Lab and field studies have provided valuable 

knowledge on legacy pollutants, problematic goods, disturbing 

interventions, hot spots and test animals. However, 

thousands of substances, products, activities, sites and 

species are unlikely to be investigated empirically because 

generation of new data is severely limited by financial, 

practical and ethical constraints [Hendriks 2013, Rivetti et al. 2020]. While 

macropollutants have been studied thoroughly, information on 

micropollutants is limited to a few compounds, while the rate 

of evaluations is outpaced by new substances entering the 

market. Testing is restricted to a few domesticated species, 

costs several hundred thousand euros equivalent to about 

5000 animals per substance [Hartung 2009, Abbott 2005] and will 

consequently be abandoned soon [Lilienblum et al. 2008, Grimm 2019]. 

Deliberately exposing endangered species (e.g., polar bears) 

and vulnerable subgroups (e.g., children) is unaffordable, 

unfeasible and illegal. Models allow us to systematically 

merge incomplete facts to comprehensive knowledge by 

formulating rules and recognising exceptions. In particular, 

rather than even more testing and monitoring, understanding 

is needed to cover more cases, implying a shift from 

descriptive to explanatory research [Beilmann et al. 2019]. Recognizing 

similarities within systems enables one to efficiently store 

knowledge, understand new cases rapidly and identify 

empirical knowledge gaps easily. 

From incompatible cases to abstract thinking. In addition, 

exchange of existing data is restricted by disciplinary and 

sectoral boundaries. Environmental issues are addressed by 

different experts using divergent methods and delivering 

dissimilar results. Ecotoxicologists and human toxicologists, 

for instance, typically test with constant and single doses, 

respectively. Also, academics deliberately seek experimental 

variation to unravel chemical-biological mechanisms while 

governments and companies prefer standard protocols to 

increase legal equality. Consequently, data are often 

confidential, inaccurate or non-representative for other 

objectives than the original purpose. By contrast, models allow 

us to efficiently combine incompatible facts to cross-

disciplinary knowledge by converting concrete cases to 

abstract equations. For example, kinetics of enzymes 

transforming pollutants and dynamics of consumers feeding 

on resources can be described by exactly the same equation 

with parameters as a function of molecular and food size [Section 

4.3]. As such, modelling enhances abstract thinking. 

From qualitative intuition to quantitative assessment. 

Management needs quantitative assessments rather than 

qualitative intuitions [Hendriks 1994]. Proving that carbon dioxide 

emission induces temperature and sea level rise is of little 

help. We need to know by how many degrees and 

centimetres. Hence, models help to elucidate implicit 

assumptions by requiring explicit equations. While qualitative 

metaphors, like cradle to cradle (C2C) or predator-prey 

cycling, are easily thought up, application in practise requires 

thoughtful development of models based on unambiguously 

defined quantities. Nowadays, tedious calculations of values 



and handling of equations can be left to computer programs, 

as long as we know what we want them to do, of course. 

From understanding the past to predicting the future. So 

far, humanity has solved various “easy” problems by reacting 

afterwards. Now that this low hanging fruit has been picked, 

we need to address “difficult” and anticipate “new” issues. 

Modelling is useful for understanding past and present 

performance of systems, also for quantities that are difficult to 

measure but easy to compute. Yet, models are indispensable 

for predicting the future. Of course, any expert may intuitively 

guess about the rate of resource depletion, yet models provide 

a formal and traceable line of reasoning. As many systems 

are uncertain, forecasts are often represented by an average 

as well as deviations thereof. 

From ad hoc and stand-alone statistical regression to 

systematic mechanistic interpretation. Motivated by these 

benefits, models are ambitiously deployed as research and 

management tools. Yet, carelessly choosing a formula and 

randomly encoding functions ("Let us fit a curve through the 

dots and see if it works") readily leads to disappointments. Ad 

hoc use of statistical regressions and specific application of 

mechanistic models becomes increasingly inefficient if one 

has to deal with many cases. Even more, using empirical 

information of different quality and quantity easily leads to 

scientific inconsistencies and legal inequalities. For 

instance, a regression based on one small sub-set of 

chemicals may accidentally indicate low risk for a 

manufactured compound, while another sub-set would have 

suggested at high risk. Also, tuning a model to data on one 

substance may yield a value for a physiological parameter that 

is different from the value obtained from data on another 

compound, although the organism is exactly the same. 

Objectives. In the present chapter, we aim to systematically 

integrate lab experiments, field surveys and models. To that 

end, we identify the role of theoretical models in 

understanding empirical systems [Section 2.2], carefully select the 

right types of model [Section 2.3…2.4] and systematically go through 

the phases of modelling [Section 2.5]. 

 

2.2 Empirical systems and theoretical models 

2.2.1 Systems and models 

Systems are real. Words can have various meanings in 

different scientific disciplines and societal sector. Terms may 

be defined by exact descriptions or characterized by indicating 

their relative position. To allow for modelling, reality is 

conceived as a system. A system (G: organised whole) is a 

coherent set of parts that are interacting with each other [Odum 

1983]. Here, the concept “system” is restricted to real entities 

occurring in the physical world [Figure 12a&c]. So, a test tube with 

reactive chemicals or a planet with species living together may 

each be considered a system. 

Figure 12. System and model examples. 

a. river system b. river model 

 
 

c. computer system computer model 

 

IF AREA > 1 AND 
CORRIDORWIDTH > 0.01 

THEN ECOTOPE = “BARRIER” 

 

Y := DY * DT + Y 

Models are virtual. The virtual or mental equivalent of a 

system is a model. A model (L: “standard”) is defined as a 

simplified representation of a system, including only 

components that are essential and relevant for the purpose of 

the study [Figure 12b&d]. A river is modelled as water and sediment 

fluxes by a hydrologist interested in flooding or as carbon 

fluxes in a food web by an ecologist focussed on fish 

populations. Models may be stored as ideas in brains, as 

formulas in books or as codes in computers [Table 2]. 

Table 2. System and model characteristics. 

object system, data model 

 empirical theoretical 

 entity idea 

 real, physical virtual, mental 

approach statistical (G: "state") mechanistic (G:"machine") 

aim past, present future 

 retrospect, hind cast prospect, forecast 

 observe…describe… …understand…project 

methods measuring, monitoring estimating 

 in vitro…vivo…situ in silico 

 equipment expert 

 buttons parameters 

results correlation ("best fit") causation ("best explanation") 

 facts, numbers insight, formulas 

 regressions, y = x0.25 interpretation y = x1/4 

discussion interpolation extrapolation 

Model-systems are hardware and system-models are software 

representations. In society, “model” often points to simplified 

or idealized hardware, such as houses, persons, cars and 

clothes. In science, “model” also occasionally refers to 

experimental settings. In physics, hydrological models may 

refer to small-sized channels used to study water movements. 

In biology, empirical ecologists use the term model-

ecosystem for a small experimental ecosystem, also called 

  

 



micro- or mesocosm. By contrast, theoretical ecologists speak 

of an ecosystem-model as a set of equations. 

 

2.2.2 Empirical and theoretical studies 

Lab and field studies on cause and impact. Facts and data 

are obtained by (laboratory) experiments and (field) surveys. 

Laboratory experiments are usually aimed at understanding 

causes, addressing a few potentially relevant factors under 

controlled conditions, excluding or standardizing other 

variables [Table 3]. The impact of a single isolated physical-

chemical pressure on a single biological species can be 

studied conveniently under controlled indoor conditions. As a 

result, lab studies tend to be appreciated better by 

policymakers and judges, minimizing legal differences 

between, e.g., companies and countries [Hendriks and van de Guchte 1997]. 

In particular, pollution used to be monitored by chemical 

analysis rather than toxicological or biological assays to 

underpin legal action because of low variability and costs 

[Henning-De Jong et al. 2009]. Ecological and epidemiological surveys 

address the actual impact of many stressors combined. 

Consequently, field studies also enhance public awareness. 

For instance, protest is rapidly triggered by dramatic impacts 

such as dead fish or ill people. 

Table 3. (Dis)advantages of empirical systems and theoretical models 
in science. 

 empirical system theoretical models 

 lab  field model 

in vitro & vivo situ silico 

L: glass & living location sand 

aim understand describe predict, project 

factors few isolated many combined several 

conditions standard control real variable included 

phase calibration validation derivation 

society law formal awareness public intermediate 

errors accidental, systematic wrong, incorrect 

maniacal isolated data unverified models 

Empirical and theoretical errors. Empirical scientists 

consider their lab and field studies as a more accurate 

representation of reality, just as theorists believe their models 

to be closer to the truth. Yet, measurements tell us something 

about a given location and moment only. Conditions in the 

area and period of interest may be quite different. In addition, 

accidental mistakes and systematic deviations occur 

because of biased sampling, artificial techniques, broken 

equipment, subjective observers and so on [Hendriks and van de Guchte 

1997]. Likewise, model simulations may be unrealistic because 

of wrong equations or incorrect parameter values. Too 

much emphasis on data collection yields loose facts without a 

coherent framework. In toxicology, for instance, many assays 

are developed and carried out without properly framing their 

needs [Hartung 2009]. Yet, exaggerating model development leads 

to detailed theoretical formulas that cannot be tested in reality. 

In ecology, e.g., there are more equations for functional 

response in predator-prey relationships than data to 

parameterize them [Hendriks and Mulder 2012]. 

Figure 13. Combination of lab, field and models studies. 

 

Lab, field and model studies are complementary. The co-

existence of lab, field and model studies shows that there is 

no single best solution to be applied in all cases. The 

drawbacks of one instrument can be overcome by a 

simultaneous or iterative combination with other methods, 

each covering a part of the spectrum of interest [Figure 13]. Joint 

application allows a "weight of evidence" approach, 

strengthening proof using multiple and independent results 

obtained by different methods [Rutgers and Jensen 2011]. During each 

stage of a project, the instrument that is expected to yield the 

most useful information is applied [Table 2]. In a "tiered" approach, 

cheap instruments such as simple models and assays initially 

yield rough estimates for many situations. They help to identify 

the few cases that can later be investigated more accurately 

by complex and expensive models in combination with 

laboratory experiments and field studies. 

 

2.2.3 Monitoring and modelling 

Preparation. Physical, chemical and biological analysis may 

be performed in media that have been spiked or contaminated 

with substances. While lab experiments and field surveys in 

academic settings may be very diverse, procedures for testing 

and monitoring are usually standardized in protocols 

[www.oecd.org/chemicalsafety/testing]. Just as for any activity, monitoring starts 

with decisions on objectives and means. Following these 

decisions, information on the geography and history is 

collected, ranging from, e.g., current groundwater flows to past 

human activities. Next, water, soils, sediments and organisms 

are sampled, at an appropriate frequency and density. 

Samples may be taken at random or clustered, with one or 

more replicates. Equipment should preferably be made of inert 

material such as stainless steel or glass. Volumes vary from 

less than a litre (chemical) to dozens of litres (toxicological, 

ecological). Water, soil, sediment, tissues (blood, hair etc.), 

organisms may be obtained by hand or mechanical and 

electrical gear (cores, nets, grabber etc.). Samples may be 

stored in freezers (chemical), fridges (toxicological) or 

formaldehyde jars (ecological), preferably no longer than 7 

days. Media may be homogenized, filtered, extracted, 

model

lab field



concentrated, diluted or enriched to obtain the right conditions 

for chemical, toxicological or ecological analysis. For 

comparison, one may prepare blanks, controls and standard 

media. Organisms may be cultured in the lab or collected in 

the field. References with a known concentration such as 

standard water or liver homogenates may be used to check 

chemical equipment, while viability of organism may be 

examined by chemicals with a known toxicity. Both chemical 

and toxicological references are regularly checked in intra-

laboratory and inter-laboratory trials. 

Physical-chemical analysis. Physical (T, water level, 

velocity, grain size etc.) and macro-chemical (O2, C, N, P, S, 

Cl-, C, pH etc.) quantities can be determined by simple hand-

held kits. Micro-chemical concentrations require 

sophisticated instruments. Organic compounds are injected 

and subsequently separated by chromatography with inert 

mobile phase flowing along a stationary column [Table 4]. 

Elements, esp. metals, are nebulized in a plasma. Both are 

ionised and subsequently sorted on mass-to-charge ratios. 

Table 4. Chemical analysis equipment for pollutants. 

 

GC-MS 

gas 
chromatography 

(HP)LC-MS 

high pressure 
liquid chromato-
graphy 

ICP-MS 

inductively 
coupled 
plasma 

stationary phase liquid solid - 

mobile phase gas pressured liquid gas 

separation by mass & affinity mass & affinity mass 

substances apolar, volatile polar,non-volatile metals 

Toxicological analysis. Biomolecules (in chemico), cells (in 

vivo) and individuals (in vitro) may be exposed to stepwise 

increased concentrations of chemicals in air, water or food. 

Exposure may be acute or chronic and not, regularly (static) or 

continuously (flow-through) refreshed. Markers, such as DNA-

adduct and Sister Chromatid Exchange (SCE) assays, provide 

a qualitative indication of the kind of cellular damage, pointing, 

e.g., to immuno-toxicity, mutagenicity, carcinogenicity. 

Unfortunately, it remains unclear how information on 

biochemical effects is quantitatively related to population 

levels. Furthermore, in vitro assays may be even less 

sensitive than in vivo tests [Ankley et al. 2009, Fedorenkova et al. 2010]. Despite 

ethical and financial restrictions, bioassays are therefore still in 

use. In such experiments, "tame" species are exposed to a 

specific stressor in otherwise optimum conditions, excluding 

experimental artefacts such a sorption, degradation, diseases 

or starvation [Velzeboer et al. 2008]. Response is observed following 

inhalatory, aqueous, dermal, dietary, oral, intravenous and 

intraperitoneal exposure to increasing concentrations of a 

substance. For some substances, such as metals and 

nanoparticles, it may be challenging to achieve realistic 

exposure concentrations because of (de)sorption, 

(de)ionisation and agglomeration [Nolte 2017]. Traditionally, critical 

levels were described as concentrations in air, water, soil and 

food. Yet, levels are increasingly measured as body burdens 

allowing for integration of (available) exposure pathways, 

period, space and compounds as well as subsequent 

underpinning of causality closer to the site of action [Sappington et al. 

2011]. While sometimes unavoidable, animal testing increasingly 

abandoned using the 3R principles of replacement, reduction 

or refinement [Russell et al. 1959]. 

Ecological and epidemiological analysis. Observations in 

(semi-)field situations ("in situ") are carried out in ecological 

and epidemiological surveys. Yet, ecological protocols rarely 

exceed the level of individual labs so that comparisons at an 

(inter-)national scale are virtually absent. Consequently, we do 

not provide a mini review here. 

Physical-chemical, toxicological and ecological studies 

are complementary. Traditionally, air, water, soil and food 

quality has been monitored based on physical-chemical 

analysis of approximately 100-200 substances [Hendriks and Van De 

Guchte, 1997]. Improved detection techniques and well-standardised 

protocols allow comparisons across systems, but still for small 

groups of individual substances only. By contrast, toxicological 

assays address the whole mixture of substances, yet they are 

not routinely applied, involve region-specific testing 

procedures and include only a limited number of species. 

Ecological and epidemiological surveys differ even more 

across regions and over time but can, in principle, cover all 

substances and other stressors. As each kind of analysis has 

pro's and con's, calls for integrated approaches have been put 

forward. Sediment and soil quality are assessed in the TRIAD 

approach, combining chemical, toxicological and ecological 

methods [Chapman 1990, Den et al. 1995, De Jonge et al. 2000, Rutgers and Jenssen 2011]. Water 

and sediment quality management may employ the Toxicity 

Identification and Evaluation (TIE) procedure, iterating 

chemical and toxicological analysis to pinpoint chemicals 

responsible for effects [Hendriks 1993, Hendriks et al. 1994&1998, Ho et al. 2002, Lahr et al. 

2003]. 

 

2.3 Variables, parameters and operators 

Variables change. Models consist of variables, parameters 

and operators [Table 5]. Variables are factors with a value that 

may change. They are symbolized by boxes () or letters as 

x, y. Input or exogenous variables, also called forcing 

functions or drivers, are variables that control the system 

without being influenced by the system itself [De Wit and Goudriaan 1978]. 

Steering variables are input that can be manipulated. 

Endogenous variables are part of the system, encompassing 

state and rate variables. State variables describe the status of 

the system [Odum 1983]. While rates generally represent the ratio 

between two quantities, we confine rate variables to quantities 

T
X



per unit of time. Endogenous variables that are of interest for 

the modeller are listed as output variables. For instance, 

sunlight (input), rain (input) and herbicides (input & steering) 

drive the growth (rate) and mass (state) of plants in a 

meadow, determining the amount of meat produced in the 

interest of the farmer (rate & output). 

Table 5. Expressions in different languages. 

language elementary compound 

general symbol statement 

verbal letter, word sentence 

conceptual arrow box diagram 

logical factor, operator rule 

mathematical factor, operator equation 

systems module model 

programming factor, operator algorithm 

Parameters remain constant. In some fields, parameters 

may refer to variable indicators, such as in water quality, 

technology and economics. Usually however, parameters are 

defined as factors with a constant value, specifically during 

one simulation. Parameters may be universal, like the 

constant of Avogadro. A special group of parameters are the 

coefficients. Although sometimes used as synonymous to 

parameters, coefficients refer to parameters that are multiplied 

with variables, e.g., c·x. Exponents are parameters that are 

raised to the power, e.g., xc. In addition to c, symbols like K or 

k are also often used for constants. 

Operators connect. Variables and parameters are related to 

each other by operators. Boxes in conceptual diagrams are 

connected by arrows (→) while Logic statements are linked by 

if-then (=>) signs. Mathematical symbols may indicate an 

operation, such as addition (+), subtraction (-), multiplication 

(·) and division (-) or a comparison, indicating equality 

(=),near-equality (≈) and proportionality (~). Combining factors 

("bricks") and operators ("cement") yields expressions, such 

as diagrams, associations, rules and equations [Chapter 3]. 

Combinations of expressions yield distinct parts of models, 

called modules, such as such as sources, sinks, loops, series, 

parallels or webs [Chapter 4]. 

 

2.4 Types 

2.4.1 Conceptual, discrete, statistical and mechanistic 

Conceptual diagrams for organisation. Conceptual models 

qualitatively represent systems by variables expressed as 

boxes () and dependencies indicated by arrows (→). Such 

diagrams are widely used as a first step towards the 

organization of complex information, to be later elaborated in 

detailed text, rules or equations. For instance, species 

richness y may be a function of the surface area x of a lake or 

an island [Figure 14]. 

Figure 14. Data as means with 95%-CI as well as conceptual (→), 

discrete (), statistical (OLS, RMA regressions) and mechanistic 
(deterministic mean, stochastic ranges) models. 

 

Discrete rules and classes for rationalisation and 

classification. If information consists of qualitative 

relationships between categorical variables, knowledge can 

be structured well into logical models, also called expert 

systems. Such models allow reasoning according to rules. 

For example, one may distinguish between categories of small 

and large lakes, deriving that, as a rule, they accommodate 

low and high numbers of species, respectively [Figure 14]. Rules 

and categories are typically used to classify cases, e.g., by 

doctors to diagnose diseases, by nature managers to improve 

habitats and by farmers to select natural enemies for pest 

control [Croft and Hendriks 1988, Kalkhoven et al. 1990, De Nooij et al. 2004]. Despite 

promising starts, few expert systems are operational, 

suggesting that experts still provide better answers than 

computers. 

Statistical regressions for interpolation. More often than 

not, relationships are continuous rather than discrete, 

allowing for a more quantitative approach. Data then reflect 

individual points along a line or curve to be fitted to statistical 

“models”, such as linear, exponential, logistic or polynomic 

regressions [Figure 14]. Information on the underlying 

mechanisms is not used and impossible values outside the 

measured range are ignored. Such a “black box” or 

“correlative” approach is especially suited for rapid 

interpolation within the range of obtained values when many 

data are available. For instance, if species richness is 

considered linearly proportional to lake or island area, one 

easily obtains that a lake with an area of 1 unit (e.g., km2) 

contains about 45 species but one cannot disregard the 

unrealistic implication that 25 species are inhabiting a lake of 0 

units. Think about what would happen if we extrapolated 

apparently linear relationships that are actually non-linear, 

e.g., with sea-level rise as a function of temperature or 

population density as a function of food. As research is about 

advancement of knowledge, should any scientist not try to 

obtain a quantitative mechanistic understanding from the data 

generated? Likewise, should one not always aim beyond 
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statistical regressions to cover the (new, future) cases outside 

the range of tested values, managers are interested in? 

Mechanistic interpretations for extrapolation. In addition to 

statistical regressions that aim for best fit, we may derive 

equations with coefficients and exponents that can be 

physically interpreted and independently measured. Such 

“white-box” models are based on known or assumed 

mechanisms allow extrapolation outside the tested domain. 

Since knowledge on mechanisms is included, mechanistic 

models can rely on fewer data than regressions to arrive at 

the same reliability. In the above-mentioned lake, one may 

assume species richness to level off with increasing area [Figure 

14]. In this book, we focus on mechanistic models because we 

aim to improve our scientific insight and face societal 

problems that demand extrapolation outside tested ranges. In 

a deterministic model, parameters are set to one single value 

and the output of a simulation is completely determined. Such 

an approach is preferred in if parameters are known to be 

rather invariant, because such models are simpler and thus 

easier to handle. In a stochastic model, parameter values are 

determined by probably distributions. This variability can be 

studied analytically by combining rules of error propagation 

for addition, multiplication and other operations [Slob 1994]. Since 

spreadsheet software does not provide functions for error 

propagation Taylor approximation is needed for complex sets 

of equations [MacLeod et al. 2002]. Alternatively, probability ranges can 

be obtained numerically by running the model 1000+ times, 

each with different parameter values drawn from statistical 

distributions [Hamby 1994]. While such Monte Carlo simulations are 

frequently used in environmental assessments [Lloyd and Ries 2007], 

deriving appropriate distributions, means and standard 

deviations from the usually small dataset is difficult. Often, 

variability across time, space, substances, species (intra-

interspecific), conditions (e.g., inter/intra-lab) etc. is mixed or 

only partially covered. In addition, transparency decreases 

rapidly by assigning stochasticity to each variable and 

parameter. In this book, we therefore focus on mechanistic 

models of a deterministic kind. Statistical and mechanistic 

models can be used simultaneously and iteratively [Table 2]. 

One may translate a known mechanism into an equation and 

compare it to a regression of the same kind. For instance, one 

can theoretically derive species richness to be a power 

function of area with an exponent of ¼ [e.g. Banavar et al. 2010] and 

compare this to a slope of, e.g., 0.26 observed in a log-log plot 

of data. Vice versa, the slope of 0.26 may hint at the process 

determining the exponent of ¼. Most of the drawbacks of 

mechanistic models [Connolly et al. 2017] can be overcome by such an 

iterative approach. 

Forward and backward chaining. All models may be 

consulted in two directions [Section 1.4]. During forward chaining or 

forecasting, actual conditions lead to the ultimate goal, e.g., 

when calculating the future impact of flooding or pollution on 

ecosystem and human health [Figure 8]. Alternatively, in 

backward chaining or back casting the conditions needed to 

attain a desired goal are determined. To protect plant, animals 

and humans, requirements for water quantity and quality can 

be set by working backward with the same models. 

 

2.4.2 Static-kinetic-dynamic and 0-3 dimensional 

Time-dependence: static and kinetic-dynamic. Systems 

and models are characterized by time and space [Table 6]. In the 

time domain, a distinction is made between static and dynamic 

models. Static or stationary models calculate a time-

independent equilibrium. The equilibrium is not related to an 

earlier state but to external conditions. For instance, the 

species richness in a climax state may be linked to 

temperature along a global latitudinal gradient, without 

bothering about the period before. By contrast, kinetic or 

dynamic models estimate future states as a function of past 

values, with time as an independent variable. As an example, 

species richness may increase during succession. The 

classification of static versus kinetic and dynamic can be more 

refined [Table 34]. Compartments may receive a single, a 

continuous or a variable input. Transfer between 

compartments can be instantaneous or gradual. If 

equilibrium is reached rapidly within the period of interest, 

simple models suffice. If not, more complex approaches are 

needed. 

Table 6. Time and space characteristics. 

property time space 

quantity period distance 

unit d m 

module flow storage 

system cycles spheres 

sequence chronology chorology 

order sequence distribution 

 process, behaviour pattern, profile 

organization plan structure 

sciences history geography 

constant stable structural homogenous 

variable fluctuating, cyclical heterogeneous 

  partial phase segment 

  principal event, fluctuation patch, isolation 

  gradual temporary, chronic, acute local, global 

Space-dependence: 0-3 dimensional. Analogous to 

temporal variability, one may distinguish between 0D (point), 

1D (line), 2D (area) and 3D (space) models according to the 

spatial dimensions used. A river, e.g., can be modelled as a 

single box (0D) or as a series of connected sections (1D). In 



addition, one may differentiate laterally from the summer bed 

to the floodplain (2D) or vertically from benthic to pelagic 

layers (3D). Intermediate solutions for both temporal and 

spatial distinctions are referred to as, e.g., quasi-dynamic or 

quasi-2D. The choice for a static versus dynamic and a 0D 

versus 3D model depends on the variability of the system 

studied and the uncertainly of the model allowed. Time-

dependent models may include daily, seasonal, annual and 

centennial changes, whereas space-related questions may be 

simulated at local, urban, rural, national, fluvial, continental 

and global scales. 

 

2.4.3 Analytical and numerical 

States derived from rates. Sometimes, state variables y can 

straightforwardly be related to other variables x. In most 

systems however, simple relationships can only be derived for 

rates, i.e., changes of states Δy/Δx or dy/dx, as a function of 

actual states y themselves, i.e., Δy/Δx=f(y) or dy/dx=f(y). The 

independent variable x may represent time t, space z, mass 

m, number N or any other factor. For example, dz or Δz may 

reflect small sections of a river, while dM and ΔM may 

represent the difference between the sizes of chemical 

elements. As we mainly focus on dynamic models, we discuss 

the behaviour of equations with dx set to dt and Δx to Δt. 

However, the results also apply to changes of x in general. 

Difference equations with a discrete timestep. One way to 

describe the change of a state variable y in time t is by a 

difference equation Δy/Δt = f(y), where Δy reflects the increase 

or decrease from y(t) to y(t+Δt) during a timestep Δt. The 

value of y after a timestep Δt can thus be calculated according 

to y(t+Δt) = y(t) + Δy = y(t) + f(y)·Δt. Difference equations are 

especially applied to discrete events such as pollution by 

batch processes in industry or population development of 

species that reproduce in a single clutch. 

Table 7. Elementary differentiation and integration routines with 
coefficients c and exponents k. 

  differentiation → 

y    → 

min(t)∫
max(t) y dt → 

← integration 

← dy/dt = y' 

← y 

constant  c 0 

power  tk + c k∙tk-1 

  1/(k+1) ∙ tk+1 + c tk 

quotient  ln(t) + c 1/t 

exponential  ek∙t+c k∙ek∙t+c = k∙y 

Differential equations with a very small timestep. If 

progress is gradual, differential instead of difference equations 

are used. Analogously, a differential equation is described as 

dy/dt = f(y) where dy reflects the change of y during an 

infinitely small timestep dt. Simple differential equations 

dy/dt can be solved analytically, arriving at exact values of y 

by mathematical handling [Table 7]. For instance, if the rate of 

increase dy/dt is proportional to y at time t, the quantity y(t) 

can be calculated exactly by integrating the differential 

equations dy/dt = k·y to y(t) = y(0)·ek·t [red in Figure 15]. The solution 

can be obtained by applying the routines of Table 7 or 

software freely available on the internet. The overall behaviour 

of analytical models can be well understood from 

characteristics that can be easily calculated, such as points of 

equilibrium or inflection, traces and determinants [Chapter 3]. 

Table 8. Differential approximated by difference equations, in general 
and for examples dy/dt = k·y. 

 

Differential approximated by difference equations. 

Analytical solutions however, are not possible if the equations 

become too complex [Von Bertalanffy 1979]. In fact, only sets of no 

more than two ordinary differential equations can be solved 

analytically. As an alternative, a solution of differential 

equations may be approximated numerically by a difference 

equation, increasing the infinite small timestep dt towards a 

larger period Δt [Table 8]. The new states y(t+Δt) can simply be 

calculated according to y(t+Δt) = y(t) + dy(t)/dt·Δt. In the 

above-mentioned example of exponential increase, e.g., the 

numerical solution is y(t+Δt) = y(t) + k·y·Δt [yellow in Figure 15]. 

Figure 15. Analytical (red) and numerical integration of dy/dt=0.6·y 
solved with a timestep Δt of 1 (yellow) or ½ (green) and an iterative 
method (blue). 

 

Obviously, y(t+Δt) = y(t) + dy(t)/dt·Δt only yields an 

approximation of the actual value of y at t+Δt, and often not a 

very precise one. The accuracy can be enlarged by 

decreasing the size of the timestep Δt, e.g., to a half [green in Figure 

15]. The precision can also be improved by using the average 

½·(dy(t+Δt)+dy(t) rather than the initial dy(t) change during a 

timestep. The change at the end of the interval dy(t+Δt)/dt is 

differential equations = continuous → analytical integration = exact, immediate

- general dy/dt = f(y) y = f(t)

- example dy/dt = k·y y(t) = y(0)·ek·t

difference equations = discrete → numerical integration = approximated, repeat

- general Δy/Δt = y(t+Δt)-y(t) / Δt = f(y) y(t+Δt) = y(t) +   f(y)·Δt

- example Δy/Δt = y(t+Δt)-y(t) / Δt = k·y(t) y(t+Δt) = y(t)      +    k·y(t)·Δt
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estimated by approximating the unknown y(t+Δt) tentatively by 

the rectangular method described above [blue in Figure 15]. The 

accuracy can be enlarged by even more advanced iterative 

approaches, such as in the Simpson and Runge-Kutta 

method. 

 

2.4.4 Simple versus complex 

Complex models based on detailed mechanisms. The 

choice encountered in the previous sections are specific 

examples of a more general trade-off between accuracy, 

transparency and parameterisability. Lab and field data as 

well as statistical regressions thereof may provide the most 

accurate and transparent representation for cases like those in 

which the observations were made. Yet, to cover different 

cases, we need to abstract ourselves from such a case by 

deriving models from data. One option is to involve many 

specialists revealing detailed mechanisms represented by 

many specific equations in a complex model. Often, 

modellers indeed start by incorporating all potentially 

important processes and patterns into their model, anxious to 

“forget” a process that turns out to be crucial [Evans et al. 2013]. 

However, complex models rapidly become opaque requiring 

progressively more time to, e.g., collect data for 

parameterisation, to avoid internal inconsistencies and to 

oversee extensive codes. So, development of complex models 

and generation of data for tuning and testing requires many 

resources that are only available for a few issues, such as 

carbon dioxide driving climate change or dioxin accumulation 

in humans. 

Simple models based on overarching and cross-

disciplinary principles. While endlessly adding potentially 

important mechanisms meets little resistance, selecting only 

processes that really matter is often fiercely debated. Yet, 

systems are more similar than often thought, both within (e.g., 

small vs. large organisms) as between (e.g., river vs. blood 

networks) disciplines. If one aims at understanding and 

predicting the impact of thousands of physical-chemical 

pressures on thousands of species at thousands of sites [Chapter 

1], simple models based on overarching principles are 

indispensable. Such models consist of a few common 

equations familiar across many disciplines [Chapter3-4] and 

contain parameters that are a function of well-known chemical 

properties, physical characteristics and biological traits such 

as size [Chapter 5]. Theoretically, simple models are preferred 

following Occam's razor principle that the explanation with the 

fewest number of assumptions is most likely correct [Occam 

1285-1347]. Practically, simple models are often chosen because 

they (1) are familiar to users, (2) easily display 

inconsistencies, (3) allow implementation in common 

spreadsheet software and (4) reveal output at one glance by 

analytical solutions [Meinshausen et al. 2011]. With 1000+ of substances, 

sites and species to be covered, the interest is usually in 

global scales and long-term trends rather than in a specific 

location at a particular moment of time. While varying 

substantially between locations and moments, trends and 

patterns of mean air temperature or polar bear density are 

much more robust at continental or global to decadal scales. 

Figure 16. Scientific and artistic representations of systems [Hendriks 2013]. 
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Realistic and idealized representations in science and art. 

The approaches followed by scientists can be illustrated by 

styles of artists, e.g., the Dutch masters [Figure 16]. Realistic 

painters aim at creating exact copies of reality highlighting 

important aspects, just as empirical researchers claim to 

observe the whole world captured in data by their instruments 

[Rembrandt 1638]. Later, perceptions and modifications became more 

important. Visual artists create optical illusions leaving the 

spectator in doubt about the physical impossibilities [Escher 1961] 

much like statistical regressions express significant 

correlations not underpinned by underlying mechanisms or 

principles. Reality can also be captured by impressions with 

deviating shapes and colours [Van Gogh 1890], just as complex 

models cover mechanisms in reasonable detail. Abstraction 

may continue by stripping of everything except essential 

elements [Mondriaan 1927]. Such idealisations are equivalent to 

simple models. Looking at the paintings, one may recognise a 

trend from realistic to idealised trees, where the onset in the 

lower right panel reflects the intermediate stage Mondrian 

went through. We ourselves also convert real phloem and 

xylem vessels in plants to idealized networks in organisms 

[Section 7.3]. In fact, the sequence from observation to idealisation 

is the first of the phases in modelling described in the next 

section. 

 



2.5 Phases 

2.5.1 Schematisation and derivation 

Collecting information. Any project, proposal, paper, 

presentation or team involves distinctive phases, sections or 

roles with a focus on consulting experts, motivating 

stakeholders, brainstorming on ideas, identifying gaps, 

defining objectives, listing information sources, planning 

activities and so on [Table 11]. Here, we focus on information 

collected during various phases of modelling [Table 9]. While 

empirical researchers generate their own data to understand 

the system of interest, modellers rely on reviewing literature 

and interviewing experts. Nowadays, literature can 

conveniently be retrieved digitally. Searching can be speeded 

up by advanced options including exact phrases (“”), 

exclusions (-), replacements (*) and combinations such as 

AND, OR and AROUND. One may subsequently prioritize on 

quality (e.g., peer review "white" articles rather than "grey" 

reports), availability (e.g., via links) and period (e.g., most 

recent). In addition, hints on reliability can be obtained from 

structure (messy vs. well organized), style (few vs. many 

linguistic errors), references (absent vs. present), update 

history (old vs recent). Citing scores indicate seminal papers 

not to be missed. Trustworthy textbooks and encyclopaedias 

provide a first impression of the system to be modelled [e.g., 

http://en.wikipedia.org]. Next, narrative reviews concisely indicate which 

and how dominant processes drive the system. Factual data 

to underpin theory can be obtained from meta-analyses 

reported in journals, databases available on the internet and 

data sets supplied by people, respectively [Gurevitch et al. 2018]. If not 

available, data may be acquired by a personal compilation or 

alternative selection of indicators. 

Eliciting knowledge. Knowledge from minds of experts is 

usually obtained in informal interviews and brainstorms. Yet, 

structured procedures also exit. As an example of one-way 

approaches, specialists may be asked to think aloud in 

monologues while reasoning, revealing implicit rules to be 

incorporated in a model. Two-way strategies involve 

dialogues like the "Socratic method", revealing fundamental 

principles from by questioning real and hypothetical cases. 

Table 9. Phases in model development [modified after De Wit and Goudriaan 1976, 

Odum 1983, Van Waveren et al. 1999]. 

phase activity 

schematisation translation of system into diagram 

derivation conversion of diagram into equations 

implementation conversion of model into code 

verification examination of model consistency 

sensitivity analysis examination of model for parameter range 

parameter/calibration tuning sections of model to (lab) data 

uncertainty analysis estimation of model reliability 

validation testing whole model to independent (field) data 

scenario analysis examination of model for parameter value sets 

Schematising systems. Converting qualitative information on 

a system into a qualitative formula for the model is usually the 

most crucial and difficult step. One starts by schematising the 

system of interest into a diagram. A diagram usually specifies 

(1) the interaction of the system with the environment, (2) the 

variables in the system, (3) the relationships between these 

variables, (4) the level of division into subsystems and (5) the 

assumptions made. In the first step, the system is 

systematically subdivided into compartments (O, ) 

representing storage S of, e.g., air, water and organisms [Figure 

17]. For example, a fish population in an aquarium or lake can 

be subdivided in a compartment for food and for the number of 

fish S. Second, compartments are linked by connections 

(→), reflecting rates F of air, water or tissue flow such as 

consumption, (re-)production and mortality. In the example, 

the fish population increases due to the birth of juveniles Fin 

(→) and decreases due to the death of adults Fex (→) [Figure 

17]. 

Figure 17. Derivation and implementation of a model. 

 

 

Deriving equations. The change of each state in box is 

described as a differential equation with in- and outflow 

according to dS/dt = Fin – Fout. One may derive appropriate 

equations from an assumed or observed mechanism, from 

experimental data or from an analogous system. If 

mechanisms are unknown or uncertain, several different 

equations may fit well and the choice for one or another 

equation becomes arbitrary. In the example, the population S 

obviously increases with births depending on the number of 

adults present to produce juveniles, Fin~S. More exactly, we 

1. subdivide system boxes  = storages = S [#]

2. connect boxes arrows → = flows = F [#/time]

3. derive change dS(t)/dt = inflow – outflow = f(S)

4. solve dS(t)/dt = f(S)

- analytically S = f(t)

- numerically S(t+Δt) = S(t) + dS(t)/dt·Δt

5. implement…plot S(t) Excel, …

dS/dt = birth – death = Fin – Fex

= kin·S-kex·S = (kin-kex)·S ≈ (4-1)·S

S(t) = S(0)·e(kin-kex)·t ≈ S(0)·e(4 - 1)·t

S(t+Δt) = S(t) + (kin-kex)·S(t) · Δt
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may assume that each adult delivers, on average, the same 

amount of young, e.g., kin=4 y-1. Analogously, total mortality 

also increases with the number of individuals in the 

population, Fex~S, or more precisely, e.g., kex=1 y-1 [Figure 17]. 

Fourth, the differential equations are solved analytically or 

numerically as described before [Table 8]. Fifth, the equations are 

implemented in software and the solutions of the storage state 

are plotted, as a function of each other or of time. 

 

2.5.2 Implementation 

Encoding equations. Sometimes, the sets of rules and 

equations obtained are simple enough to study without 

computer simulation. Often however, implementation of these 

models into computer code gives a better understanding of 

their behaviour. Logical and mathematical models may be 

implemented in various types of software. Getting to know the 

ins and outs of a software package requires a lot of time and 

patience. If one writes computer code for numerical models, 

one benefits most from software with extensive routine 

libraries, like many line-oriented languages (e.g., PASCAL, 

FORTRAN, C, R, Matlab, Python). Yet, line-programming 

requires time, expertise and precision accessible to scientists 

only. By contrast, cell-oriented software (e.g., EXCEL) tend to 

have simple user-interfaces and smaller sets of functions 

that students and managers are familiar with because of 

earlier application for data management and statistical 

analysis [Renner 1995, Haddad et al. 1996, Hendriks et al. 2001]. Easy access to and 

understanding of code also increases application because of 

credibility ("I understand the model") and flexibility ("I can 

modify the model"). Not only do spreadsheets provide a kick-

start to new users, frequent use of the same software for 

different purposes also reduces time for dealing with, e.g., 

errors, updates and links and so on. Implementation can be a 

frustrating activity but efficient encoding allows one to focus on 

what matters most, i.e., derivation, calibration and validation of 

the models themselves. Not surprisingly, models used at the 

interface of research, education and management are often 

cell-oriented. For instance, spreadsheets for chemical risk and 

product life cycle assessment, such as SIMPLETREAT, 

SIMPLEBOX and OMEGA are the preferred tools for (inter-

)national bodies (EU/ECHA/EUSES, UNEP/UseTox, VROM 

etc.) and associations of companies (e.g., CONCAWE, 

ECETOC) [http://www.rivm.nl/en/soil-and-water, VROM 2007, Rosenbaum et al. 2011]. 

 

2.5.3 Verification 

Examining code, units and in/output. After the model has 

been derived, its correctness needs to be checked. In good 

modelling practice, there is a clear distinction between the 

different phases. Verification is carried out to “building the 

model right”, whereas calibration or validation is aimed to 

“building the right model” [Boehm 1981]. During verification, the 

modeller checks whether the system is represented well by 

the model. Depending on the type of model, several activities 

may be distinguished: 

- The conversion from the conceptual model to the computer 

code is repeated briefly for each relationship encoded. “Are 

there program errors (bugs) that cause unexpected results, 

including termination of the run before the final time?” 

- The consistency of the units and balances are verified. “Does 

[density] = [number]/[area] has the correct unit of km-2? Is the 

total inflow equal to the total of outflow in equilibrium? Are 

there no negative values for concentrations, densities, areas?” 

- The overall output is studied. “Does the model behave as 

globally expected from the system or earlier models thereof? If 

regular fluctuations are expected, do they occur? Does the 

model reach some kind of equilibrium in the long run if it is 

supposed to simulate a stable system?” 

During derivation and verification, data are only used to set a 

tentative range of realistic values for input variables and 

parameters. The model output is not compared to laboratory 

or field data yet. The advantage of this approach is that it 

allows an independent check of the reliability of the model, 

without a bias towards the data that are used later for 

calibration and validation. In addition, laboratory experiments 

and field surveys are not necessarily a more accurate 

representation of the system than models [Section 2.2]. 

 

2.5.4 Sensitivity analysis 

Examining output versus parameters. When the model has 

been verified, it is time to study its behaviour in a sensitivity 

analysis. In this phase, output variables are examined as a 

function of changes in parameters, input variables and initial 

states of other variables. If the differential equations can be 

solved analytically, impact of changes can be directly 

calculated and plotted graphically. If analytical solutions are 

not possible or too time-consuming, one confines oneself 

often to the so-called perturbation method. The output of the 

model is checked for, e.g., half and twice the original 

parameter value or the minimum and maximum of the 

measured range. The influence of each parameter can be 

examined independently of each other in a global analysis of a 

linear model or a local assessment of a non-linear model. 

However, the sensitivity of non-linear models to a change in a 

parameter also depends on the setting of the other 

parameters. In these cases, a stochastic approach may help 

[Section 2.4.1]. 



 

2.5.5 Calibration or parameterisation 

Tuning parameters. To optimize the performance of the 

model, we now parameterise the model by assigning the most 

appropriate values to the constants. Special attention is given 

to the parameters that dominate the behaviour of the model as 

revealed by the sensitivity analysis. During calibration, 

parameters are tuned to maximize the similarity between a 

model section and measurements. The optimization can be 

carried out manually or automatically. One minimizes the 

discrepancy between model section and data until a pre-

defined level is reached [Table 16]. 

Collecting data. Where possible, data from laboratory 

experiments are preferred for calibration, because controlled 

conditions generally allow a better view on the underlying 

mechanisms of a specific part of the model. In addition, the 

credibility of a model increases if it behaves as expected from 

information from different sources. Each parameter is 

subsequently tuned to a part of the model within a range of 

possible values. In case of, e.g., a fate model, parameters for 

the water and sediment transport section may be calibrated on 

data from small channels, whereas partitioning of substances 

between water and sediment can be tuned to experiments 

carried out in experimental flasks. If laboratory studies are not 

available, parameters need to be calibrated on a sets of field 

data that is not used for validation. Obviously, data to calibrate 

parameters should preferably be measured for the case 

studied. Often however, such information is absent. As an 

alternative, one may relate parameters to well-known 

properties such as of molecular or organism size allowing 

estimating parameters for substances and species that have 

not been investigated [Chapter 5]. 

 

2.5.6 Uncertainty analysis 

Model uncertainty. Over decades various categories of 

uncertainties have been distinguished in assessments, 

including, random vs. systematic errors, epistemic vs. 

aleatory/linguistic, variability vs. knowledge [Skinner et al. 2014]. For 

our purpose, we focus on a few categories. Model 

uncertainties refer to errors because of missing or incorrect 

equations, e.g., for crucial feedbacks in the system. Such 

uncertainties can be analysed by comparing output of 

different models for the same system. Equations may be 

subsequently improved by in-depth analyses of the 

underlying mechanisms or overarching principles. 

Parameter uncertainty. Parameter uncertainty pertains to 

deviations between selected and “true” values of 

coefficients and exponents. These deviations are revealed by 

examining the output of overall model rather than the specific 

parts studied in a sensitivity analysis [Section 2.5.4]. Additional or 

better measurements can reduce parameter uncertainty. 

However, it is difficult to derive an “accurate” or “true” value for 

parameters like the global energy consumption in the next 

century. In such cases, choices for parameter values and 

equations are based on beliefs, attitudes and perceptions. 

Such preference values [Hertwig et al. 2000, De Schryver 2011] may be 

included in scenario analyses [Section 2.5.8]. 

Variability (uncertainty). While the model and parameter 

uncertainty can be reduced if more information becomes 

available, the variability of a system is independent of the 

amount of data [Morgan and Henrion 1990, Lehman and Rillig 2014, Skinner et al. 2014]. For 

instance, one can reduce the uncertainty on individual weight 

in a population by improving instruments or expanding 

samples. However, variability in weight between individuals 

remains. Some categorise variability as different from 

uncertainty [Lehman and Rillig 2014], while others classify variability as 

part of the overall uncertainty Lehman and Rillig 2014]. 

 

2.5.7 Validation 

Testing the model. To test the validity of the model as whole, 

the output needs to be compared to data sets that are 

independent of the one used for calibration. While calibration 

(tuning) is based on data from controlled studies, validation 

(testing) usually relies on monitoring real world conditions. In 

the fate model mentioned above, calibration of parameters 

with physico-chemical experiments can be followed by 

validation of output based on concentrations of chemicals 

measured in the field. If a lab-field distinction cannot be made, 

test data can be taken from a system, location or period that 

differs (slightly) from the one used for tuning. Laboratory data 

on biotransformation rates may be split into a training 

(calibration) and testing (validation) set. Calibration may be 

carried out with field data obtained in an earlier period or 

another region than those used for validation. As described 

above, models parameterised as a function of well-known 

attributes (e.g., chemical properties, hydrological 

characteristics, biological traits) can be applied to many cases 

(sites, substances, species etc.) and those with sufficient data 

then allow for validation. If no data are available at all, 

benchmarking to the output of another model may increase 

the credibility of the output [Hauck et al 2009]. Ultimately, "post hoc 

fitting" of models implies validation to collapse to calibration. 

Improving the model. If the model does not agree with the 

data, one has to check possible causes. The model may lack 

crucial parts, equations may turn out to be wrong, parameters 

may be assigned incorrect values and calibration or validation 

data may not be representative. To see “where things went 



wrong” one needs to inspect the different steps of model 

development systematically again. Yet, if the model is fit for 

purpose, deviations from data can be accepted, the more so 

if detecting empirical artefacts may otherwise become a waste 

of time. 

 

2.5.8 Scenario analysis 

Preferences, options and uncertainties. After models have 

been tuned and tested thoroughly, they can be applied for 

scientific or management purposes. While an uncertainty 

analysis yields a range of possible outcomes, a scenario 

analysis yields the output for a coherent set of values for input 

variables and parameters. Scenarios are developed to study 

the impact of the values reflecting societal preferences, 

management options or scientific uncertainties. For 

instance, environmental models may be executed for different 

sets of parameter values, representing different political 

choices. Hence, a scenario is usually defined as a description 

of a possible future that reflects different perspectives on the 

past, the present and the future [Van Notten et al. 2003]. Just as a 

screenplay for drama or films, a scenario describes a series of 

events to occur. Carrying out a scenario analysis requires 

several steps to be taken. Here, we focus on the most 

important ones [Table 10]. 

Table 10. Scenario analysis checklist with global and regional 
examples. 

question climate change river reconstruction 

2…5 scenarios Figure 18 Figure 19 

space-time global, 30-100 y fluvial, 30-100 y 

input E(t)[kJ/y], N(t)[#], … H(t)[mm/y], Q(t)[m3/d], 

outputenvironmental T[°C], sea level[mm
] nature[km2], … 

outputsocio-economic GNP[€] … farm, quarry[km2,€/#] 

in-out relationships E → [CO2] → T,  H → Q → … 

uncertainties innovation, … climate, … 

E = energy demand, N = population development, H = precipitation, 
Q = river discharge, T = temperature, GDP = gross national product, 
[CO2] carbon dioxide concentration 

Objectives: vision forming or decision-making. Scenario 

analyses are aimed at different objectives. On the one end of 

the spectrum, vision forming is oriented around creative 

thinking and gaining insight. The process is equally important 

as the product and the explorations tend to be neutral. On the 

other, scenarios are projected as options for resolute 

decision-making. These options tend to be normative and 

carry value-laden names as preferable or disagreeable, 

optimistic or pessimistic and utopian or doom scenario. In 

practice, both objectives can be combined. General visions 

developed in an initial phase of exploration may be translated 

to specific options to choose from in the final stage [Van Notten et al. 

2003]. The objectives are defined in relation to the 

stakeholders, people who are affected by the decisions made 

based on the scenarios. These include, e.g., local citizen 

groups, consumer organizations, pressure groups but also 

policymakers, consultants and scientists. Their past, current 

and future interests are identified and incorporated in the 

scenario analysis. 

Intuitive and formal methods. The methods used are related 

to the objectives. In an intuitive approach, qualitative 

knowledge is derived from artistic and creative techniques, 

such as storytelling or brainstorming sessions with a diverse 

group of people [Van Notten et al. 2003]. Alternatively, formal 

procedures are based on a rational interpretation of 

quantitative information, similar to the approach followed for 

the development of models. Formal approaches are especially 

applied in case of relatively small changes in a few well-known 

variables. Often, one starts intuitively and gradually formalizes 

the scenarios, similar to the development from a conceptual to 

a validated model, as described in the previous sections. The 

narratives underlying the views are translated to 

developments human populations, both in terms of demands 

and numbers. Variability resource use leads to differences in 

peak level (low, high) and time (early, late) of pollution and 

destruction. The time horizon is usually set to 10 to 100 

years. Development of systems over shorter periods is usually 

limited, as demonstrated, e.g., for nature development in 

rivers [Matthews et al. 2010]. Longer time horizons are often considered 

uncertain in relation to political, technological and natural 

changes. Spatial scale varies from regional to global [Figure 

18-Figure 19]. The information to be put into the analysis needs to 

be specified as accurately as possible. The same holds for the 

environmental and socio-economic output on which the 

scenarios are to be judged. The relationships between input 

and output need to be transparent, preferably expressed in a 

conceptual or mathematical model. 

Figure 18. Global scenarios reflecting global versus local development 
on the horizontal axis and reactive versus pro-active management on 
the vertical axis [IPCC 2000, UNEP 2002, MEA 2005]. 
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Autonomous, worst, best, natural and sustainable 

variants. After having defined the objectives, one has to 

decide upon the number and type of scenarios to be 

developed. As most people find it hard to distinguish between 

more, one usually chooses two to five scenarios. Worst-case 

and best-case scenarios describe both lower and upper 



values of a range, e.g., for emissions of substances into the 

environment. Autonomous development or “business as 

usual” may be named base line, non-intervention or so. This 

variant is not to be confused with a natural or reference 

scenario, used to demonstrate what would happen if the 

system was left by itself, without any human influence. The 

sustainable option generally reflects a development in which 

care is taken of the environment. Scenarios often reflect 

elementary views on ecological and technological 

development. High (A) and low (B) global carbon dioxide 

emissions to air may be translated to temperature change and 

subsequent human health risks [Figure 18]. Regionally, river 

reconstruction may (+) or may not (0) yield habitat space to be 

converted species loss [Figure 19]. 

Figure 19. Regional scenarios for river reconstruction with benefits (+) 
and costs (-). 

scenario inexpensive quality compromise 

reconstruction small large intermediate 

sand-clay mining - + - 

agriculture + - 0 

nature 0 ++ + 

budget [Meuro] 2.0 3.0 2.2 

 

Discontinuities. Important uncertainties and underlying 

assumptions need to be identified before interpretation. 

Intuitive studies are especially needed to cover 

discontinuities, unexpected breaks with a low probability and 

high impact. Examples of discontinuities are sudden political 

changes, outbreaks of diseases, unanticipated inventions or 

innovations, natural disasters as diverse as volcanic eruptions 

or toxic algae blooms. About half of the scenario studies do 

not include such discontinuities [Van Notten et al. 2005]. Apparently, 

modellers find it difficult to image variables and parameters to 

change suddenly or other factors than those incorporated to 

dominate the development. In the 1970s and 1980s for 

instance, some scientist envisioned dramatic depletion and 

pollution of resources following their calculations [Section 0, Meadows et 

al. 1972]. However, these models did not consider feedbacks 

such as innovative technology facilitating exploration of 

resources and decontamination. As the projections failed to 

materialize, sceptic and optimistic views gained more ground 

[Lomborg 2001, Ridley 2010]. 

 

2.5.9 Communication 

Unambiguous formats facilitate understanding. Efficient 

exchange of information is key in education, research, 

education, management and other sectors of society. Editors, 

reviewers and assessors, especially of high-impact journals 

and prestigious grants often prejudge papers, proposals and 

presentations on style (wording, grammar, spelling, 

formatting) before even getting to contents ("sloppy in style = 

sloppy in contents"). Opaque models and vague texts suggest 

that the creator does not (fully) master the topic and that 

investment in reading and listening is unlikely to pay off. Even 

more, thinking is aided by iteratively expressing oneself in 

textual and mental representations of reality. Putting the 

knowledge obtained from lectures, literature, experiments or 

surveys in a minimum of your own words without loss of 

information facilitates understanding both by yourself and 

others. Communication becomes especially challenging in 

academic modelling because of complicated equations, 

incomplete data sets and controversial predictions [Section 2.1]. 

Descriptions of model applications do not fit in the format of 

empirical studies traditionally used for information exchange in 

science [Section 2.2]. Transfer of quantitative knowledge in teaching 

and regulating settings requires different approaches 

compared to exchange of qualitative information. Hence, we 

here summarize set-ups often used for projects, proposals, 

papers, lectures, courses, speeches, presentations and 

meetings [Table 11]. After selecting the audience, interaction with 

participants starts. Title and abstract capture the essential 

elements in a minimum of words. The introduction addresses 

the relevance, funnelling from a broad societal or scientific 

setting to a narrow set of knowledge gaps, one of them 

culminating in the objective of the study. Next, the methods 

allow for future checks by others and yourself, with sections 

on theory (derivation of equations) as well as data generation, 

collection and treatment. The results are bare facts first 

quantitatively presented in detailed tables and graphs, then 

qualitatively summarised by overall patterns and exceptions in 

the adjacent text. The discussion starts from the objective, 

subsequently addressing uncertainties in the study’s outcome, 

linking to related studies and giving explanations as well as 

implications from narrow to wide. The conclusion 

summarizes the main outcome, explicitly stating what was 

known before versus after the study. Within each paragraph, 

this sequence recurs, i.e., starting with an introductory and 

ending with a concluding sentence. Usually, one starts with 

bullet phrases and keywords, later converted to full sentences. 

Graphs, tables and conclusions from other studies may be 

tentatively copied to organise information. Yet, final versions 

should provide new insights expressed in one's own words, 

proving that the author masters the topic and facilitating 

smooth reading or listening by the audience. Statements 

should be traceable by ample referencing to graphs and tables 



as well as to information from other studies ("stand on the 

shoulders of giants"). Finally, acknowledgements, literature 

and supporting information are provided. 

Formats apply to products and processes of information. 

One can extend the scheme for products delivered (papers, 

proposals etc.) [Table 11] to activities carried out (projects, 

lectures, meetings etc.) and even personalities 

(temperaments, roles, styles etc.) involved. Running a project, 

department or team can be broken down to single tasks 

requiring different skills (viz. personalities) during distinct 

phases [B2.5.9.xls]. For example, initial phases of projects benefit 

from personalities who easily reach out. Even more, products, 

activities and personalities can be categorised according the 

same classes as models covering slow to fast or stable to 

labile systems [Figure 66]. After attending several communication, 

management and coaching trainings, the scheme [Table 11] will be 

easily recognised in hyped approaches such as SMART+ 

Specific (~ objective), Measurable (methods), Achievable 

(results), Relevant (setting), Timely and Positive [Doran 1981]. 

Concise and exact expressions improve readability. 

Readability is improved by wording: 

1. Minimal number of words, e.g., "Y depends on X (Fig. 1)" 

rather than "In Figure 1, we showed that Y depends on X" 

2. Unambiguous relative/demonstrative pronouns, e.g., " " 

3. Verbs: specific observations and studies (work 

done/reported) in past tense, atemporal facts and established 

knowledge in present tense 

4. Verbs rather than nouns, e.g., "depends on" rather than "in 

dependence of" 

5. Short, active sentences, with important words first and 

related words together 

6. Varying wording 

Table 11. Checklist for projects, proposals, papers, sites, lectures, speeches, presentations, courses and meetings [https://www.nature.com/scitable/ebooks/english-

communication-for-scientists-14053993/writing-scientific-papers-14239285/]. 

section aim and contents 

audience1 1-way Who is interested? Select audience: call, scope, subject > evaluators, organisers > readers, listeners 

participants2 2-way Why us? Create confidence: acknowledgements, affiliation, expertise, independence, enthusiasm 

(sub-)heading/title What do I have for you? Attract attention by catchy (novel, unexpected, high impact, widespread, urgent) message and 

abstract textual/graphical with Introduction1-2, Methods1-2, Results (novel)3+, Discussion (uncertainties) 1-2, Conclusions (implications)1-2 

introduction10% What was/is the problem and why does it matter to you? (demonstrate familiarity by citing papers/authorities): 

- setting5 - set scientific-societal context and introduce concepts 

- gaps10 - summarise earlier activities > prioritise remaining gaps 

- objectives0 - demarcate an explicit, precise, non-incremental but feasible logical next step: "The aim was to …  

- contents - announce next sections "To that end, …" 

methods10% How did/do I solve the problem? Input = facilities, schedule, budget, activities, i.e., 

- model/theory - derive equations stepwise 

- data generation - select period, location, sampling, equipment … (physical → biological items) 

- data collection - select search engines, keywords/snowball, white > grey > informal information … 

- data treatment - convert units, statistically analyse data, … (parameterisation → validation) 

results50% What did/will I find out? Output = expected/realised facts = graphs & tables (quantitative) > text (qualitative): 

- general journal/call/conference guidelines, do > say > see > hear, pie > bar > graph > table > text, minimal format, contents, wording, 
theatrical with 115 words ≈ 2 min. & 5 sentences/slide, 20 pt. font, 1.0·104 (table, text), 1.0E+04 (graph) 

- figures/tables title axis/units, tick marks, legend, point data, solid regression, dashed model, informative colours 

- text rules > examples > outliers ("p<"), signal words: addition ("and"), cause ("because"), condition ("if"), concession ("although"), 
contradiction ("yet"), comparison ("like"), (un)certainty ("statistically (in)significant"), summary ("in short"), implication ("thus") 

discussion20% What does it mean? Outcome = interpretations 

- own uncertainties compare own realised & expected results 1-2 and discuss 2-3 largest potential/actual errors/deviations 

- other studies compare own realised & closely … related studies to strengthen/weaken conclusions & demonstrate familiarity 

- explanations derive … speculate on cause of conflicting/confirming evidence 

- implications emphasize significance for research/management → "unique selling point", "unprecedently", "for the first time …" 

conclusions What do we know now that we did not know before my study? “Despite these uncertainties, we conclude …” without 
over/understatements, (="take-home message") 

acknowledgements, literature (>3 to journal selected), supporting information 

references many on firm statements in Introduction and Discussion, few in Methods, none in Results and Conclusions. 

procedure (1) Structure information according to international format to facilitate understanding, use same sequence throughout 

(2) Present tables and graphs 

(3) Write "take home message" 

(4) Write headings with keywords & bullet sentences on "need to know" not "nice to know" 

(5) Discuss with co-authors/supervisors for consent 

(6) Elaborate to full text in papers/proposals, not in presentations. 

(7) Check each sentence on grammar/spelling/layout, leave out all words not reducing information 

1…50% = contribution to overall time spent or space used, 1…5 = number of sentences, > = decreasing preference. 



7. Exact description, i.e., no understatements, no 

exaggeration 

8. Neutral rather than popular style, e.g., "exiting" rather than 

"chilling" 

9. Informative, e.g., "more than 5" rather than "more". 

See also https://www.phrasebank.manchester.ac.uk/ 

 

https://www.phrasebank.manchester.ac.uk/


3 EXPRESSIONS 

"The optimist says the glass is half full, the pessimist says the glass is half empty, the realist says the glass contains half the 

required amount of liquid for it to overflow” [Anonymous]. 

 

Expressions are built from variables, parameters and operators. Insight in the behaviour of models requires understanding of 

expressions, built from variables, parameters and operators. Conceptual diagrams consist of boxes and arrows, informally 

organising the system [Section 3.2]. Discrete rules and classes allow one to formalize vague implicit intuitions in explicit definitions 

[Section 3.3]. Continuous variables and parameters may be described by statistical distributions and regressions, often yielding the 

best prediction by interpolation [Section 3.4]. Mechanistic models can be understood from an analysis of their key equations, 

representing principles that allow for extrapolation outside the original domain [Section 3.5]. Anticipating on the one-, two- and multi-

compartment modules discussed in the next chapters, a distinction is made between single [Section 3.5.3], paired [Section 3.5.4] and multiple 

equations [Section 3.5.5]. Finally, we describe the length-area-volume relationships for shapes used to scale the systems we model [Section 

3.6]. 

 

3.1 Introduction 

From a complex system to a simple expression. How can 

one schematically depict a system of interest? What kind of 

reasoning is used to convert vague intuition to explicit 

knowledge? How can one quantitatively characterize similarity 

between model and data? Is there a relationship between 

apparently similar mathematical equations? Developing 

different types of models [Section 2.4] during subsequent phases of 

modelling [Section 2.5] requires handling of elementary 

expressions. While science has brought forward a large 

number of conceptual symbols, logical rules, statistical 

distributions and mathematical equations, only a small 

fraction is needed for the majority of systems to be 

understood. 

From describing to understanding. Ever since painting and 

writing started, humans have represented the real systems 

they saw by conceptual diagrams and textual descriptions. 

Mathematical formulas were already used for architecture, 

astronomy and the like by ancient civilisations, esp. in 

Mesopotamia, China, Egypt, Greece and Persia. For ages, 

calculus was limited to analysis on paper. However, at the end 

of the previous century, studies were boosted by the 

development of computers allowing numerical calculations. In 

addition to qualitative diagrams and rules, quantitative 

statistics and mathematics can be applied. Statistical 

regressions use arbitrary functions to arrive at the best fit for 

interpolation. If data cover many conditions, but underlying 

processes and patterns remain uncertain, statistical 

regressions be(come) the preferred tools for prediction, as 

noted in ecology and economy. By contrast, equations may be 

chosen with mechanisms in mind, generally yielding the best 

extrapolation, i.e., approximation outside the original domain 

of the data. Since physical-chemical principles apply 

universally hydrological, geological, climatological and 

increasingly biological and societal predictions tend to be 

based on mathematical equations. 

Objectives. In the present chapter, we aim to provide 

minimal knowledge of logics, statistics and mathematics 

needed for data analysis and model development. To that 

end, we describe conceptual diagrams [Section 3.2], discrete rules 

and classes [Section 3.3], statistical distributions and regressions 

[Section 3.4], mathematical equations [Section 3.5] and geometric 

relationships [Section 3.6], as needed for the upcoming chapters. 

 

3.2 Conceptual diagrams 

Conceptual diagrams for informal organisation. 

Conceptual diagrams are used for simplification of complex 

information into flow charts. In some disciplines, symbols have 

been standardized, as in electronics, process technology and 

project management. In environmental sciences, various 

symbols have been proposed but there is no set regularly 

used by everyone [Forrester 1971, Odum 1983]. Among the variety used 

however, some generalities can be noted. Boxes usually 



represent compartments with storages whereas arrows 

indicate connections with flows [Figure 20]. 

Figure 20. Conceptual diagrams of expressions. 
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3.3 Discrete rules and classes 

Discrete rules and classes for formal definition. After 

informal characterisation by conceptual diagrams, the system 

is discretely (non-continuously) defined by rules and classes. 

Elementary logics for deduction. Thinking with rules, 

consisting of if-then statements, that are certain is defined 

deduction. The if-statement (antecedent) consists of one or 

several premises. If these are true, the then-statement 

(consequence) applies. Statements are linked by operators 

that can be described in various languages [Table 14]. A 

conjunction consists of elements that belong to both sets x1 

and x2. The conjunction of a set of mammals and a set of 

flying animals consists of bats. A disjunction refers to all 

elements of x1 or x2, with (inclusive) or without (exclusive) 

those that occur in both. In the above-mentioned example, all 

mammals and flying animals are included, with and without 

bats, respectively. Two sets can be equal, x1 = x2 or set equal 

x1 := x2. Mammals and animals with milk are similar. The 

negation of x1 represents everything except for x1 itself. The 

implication is defined as x1 being a sufficient but not 

necessary condition for x2. The reverse, that x2 implies x1, is 

not necessarily true. For instance, if an organism is a mammal 

than it certainly is an animal too. However, not all animals are 

mammals. 

Table 12. Logical rules [Van der Steen 1982]. 

rules proposition               conclusion 

modus ponens (x1  x2) ˄ x1 x2 

modus tollens (x1  x2) ˄ ¬x2 ¬x1 

hypothetical syllogism (x1  x2) /˄ (x2  x3) x1  x3 

disjunctive syllogism (x1 ˅ x2) ˄ ¬x1 x2 

constructive dilemma (x1  x2) ˄ (x3  x4) ˄ (x1 ˅ x3) x2 ˅ x4 

destructive dilemma (x1  x2) ˄ (x3  x4) ˄ (¬x1 ˅ ¬x3) ¬x1˄¬x3 

circular causality x1  x2 v x2  x1 x1 = x2 

Compound logics for syllogisms and fallacies. The basis 

of arguing by syllogisms (G: together reasoning) is the 

implication, consisting of a major premise, a minor premise 

and a conclusion [Table 12]. An important syllogism is the modus 

ponens stating that if x1 x2 and occurrence of x1 implies x2. If 

mammals are animals and the organism in question is a 

mammal than the organism is an animal too. Likewise, the 

modes tollens shows that if ¬x2, then ¬x1 too. If the organism 

is not an animal, then it is not a mammal either. The two 

remaining possibilities are logical fallacies. The statement 

x1x2 and x2 does not necessarily imply x1. If the organism is 

an animal, it is not necessarily a mammal. Likewise, x1x2 

and ¬x1 does not necessarily imply ¬x2. If the organism is not 

a mammal it may still be an animal. The hypothetical syllogism 

is a combination of two modus ponens. If dogs belong to 

mammals and mammals belong to animals than dogs are 

animals. The disjunctive syllogism combines an exclusive 

disjunctive and a negation. For example, if the total set 

consists of animals that are either mammals or flying but not 

both, and the organism is not a mammal, it is concluded that 

the organism can fly. 

Table 13. Characteristics of logical and analogical reasoning. 

property reasoning 

 logical analogical 

expression rule association 

sentence “if-then” “looks as” 

procedure deduction induction 

 specialization generalization 

result (un)valid (un)likely 

elicitation thinking sorting 

Compound logics for dilemmas and circular causality. 

Dilemmas have a constructive and a destructive form. If 

animals with feathers are birds and animals with milk are 

mammals, and if the organism has either feathers or milk or 

both than it should be a bird or a mammal or both. If it has 

neither feathers nor milk than it is not a bird or a mammal. 

Circular causality occurs if independent investigations show 

that x1x2 and x2x1. A useful application of circular causality 

is the "survival of the fittest" principle. Organisms that survive 

are defined to be the fittest and the fittest organisms survive. 

Table 14. Logical operators expressed in various languages, with 
elements included (dark grey) or excluded (white) by the operator. 

language conceptual logical programming 

conjunction 

 

x1 ˄ x2 x1 AND x2 

inclusive 
disjunction 

 

x1 ˅ x2 x1 OR x2 

exclusive 
disjunction 

 

x1 ˅ x2 x1 XOR x2 

equality 

 

x1 = x2 x1 IS x2 

negation 

 

¬ x1 NOT x1 

implication 

 

x1  x2 

x1 ϵ x2 

x1 IS SUBSET OF x2 

Analogies for induction. If the rules are probable instead of 

certain, reasoning is inductive rather than deductive. 

 
x2 x1 

 
x2 x1 

 
x2 x1 

 
x1 x2 

 
x1 

 x2 x1 



Inductions allows us to recognize and generalize relationships 

[Table 13]. As mammals have fur rather than feathers, a newly 

discovered species with fur might be classified as a mammal 

rather than a bird, without knowing whether or not it produces 

milk. Combining deduction and induction provides 

classifications. If a farmer wants to kill a pest, the top-3 of 

potential natural enemies may be selected as “it preferably 

should be able to fly”. In perfect classifications, each object fits 

into one category. The categorization is exclusive if no object 

fits into several classes and exhaustive if no object 

corresponds to no class. In this book, concepts are often 

expressed in words emphasising their categories rather than 

common usage, e.g. "cultivation" rather than "land use 

change" as opposite to "pollution". 

 

3.4 Statistical distributions and regressions 

Means. Distribution of density y=f(x) in physics and statistics 

is characterised by moments, defined as -∞∞∫(x-c)n·f(x)dx. The 

0th moment -∞∞∫(x-c)0·f(x)dx is the total mass or probability (=1) 

in the system. The 1st moment, -∞∞∫x1·f(x)dx equals the mean 

reflecting the centre. The arithmetic mean ȳ is used for 

absolute values that are equally likely and important, thus with 

f(x) constant [Table 15]. Alternatively, a weighted mean or index 

results if values are assigned different weights, for example, to 

express biological diversity or stock market tones. The 

geometric mean is an average for ratios and reflects a central 

value in logarithmic distributions. 

Table 15. Means. 

 formula example 

common arithmetic y
1
+…+y

n

n
 

2+4+6

3
=4 

frequency or weighted k1·y1+…+kn·yn
k1+…+kn

 
3·2+2·4

3+2
=
14

5
 

geometric 

∏ y
n

n

1

1/n

 

(2·4·8)⅓=4 

10
log(2)+ log(4)+log(8)

3  

Deviations. The 2nd moment -∞∞∫(x-)2·f(x)dx characterizes 

variability around the average , describing the deviation Δyi 

of the measured y from the estimated ŷ or average ӯ. The 

difference is called residual and error when referring to the 

estimated and the unobservable true value, respectively. For n 

data, the difference is either summed or averaged, as 

common for residuals and errors respectively [Table 16]. 

Deviations may be given equal (k=1) or maximum (k=∞) 

weight. Yet, a "standard" weight of k=2 is given to obtain the 

standard deviation (SD) of a sample (s) or a population (σ), 

measured in a single study. If data are not available, the 

standard deviation can be approximated from the range of 

values observed or expected according to Σ(ŷi-yi)2 ≈ max(y)-

min(y)/5 [Hozo et al. 2005]. The interval covered by the average and 

±1…2 the standard deviation encompasses 68% and 95% of 

the data [Cumming et al. 2007]. If the study is repeated multiple times, 

we can calculate the mean of all averages as well as the 

"standard" error SE = s/n expressing the variability of this 

mean. The 95%-confidence interval (95%-CI) covering the 

arithmetic mean μ with a 95% probability, can be 

approximated as μ±2·SE (n≥10) and μ±4·SE to ±4 (n=3), 

respectively [Cumming et al. 2007]. Hence, if two 95%-confidence 

intervals do not (n≥10) or halfway (n=3) overlap, their means 

are statistically significantly different (p=0.01). Analogously to 

the geometric mean for logarithmic distributions, the 

geometric standard deviation (GSD) can be calculated as 

10√Σ((log(ŷ)-log(y))²/n [Hattis 1996a&b]. Now, the 95%-confidence interval 

(95%-CI) covering the geometric mean with a 95% 

probability, can be approximated by as 10μ·/2·SE (n≥10) to 

10μ·/4·SE (n=3). Distributions can be further characterised by 

the 3rd and 4th moment representing their skewness and 

kurtosis (G: "bulging"), respectively. 

Table 16. Deviations. 

 formula example 

general (k=k) 

(∑Δy
i

k

n

1

)

1
k

· (
1

n
) 

 

mean absolute (k=1) 
∑|Δy

i
|

n

1

· (
1

n
) 

|2-4|+|4-4|+|6-4|

3
=
4

3
 

standard (k=2) 
∑Δy

i

2

n

1

· (
1

n
) 

(2-4)
2
+(4-4)

2
+(6-4)

2

3
=
8

3
 

maximum (k=∞) 
max|Δy

i
|·(

1

n
) 

max(|2-4|,|4-4|,|6-4|)

3
=
2

3
 

Distributions and probability. Distributions describe the 

frequency of events over time, for example the number of 

sixes counted after rolling one dice several times. The same 

functions are used to characterise the abundance of items 

across space, for instance, the number of sizes observed after 

rolling several dices once. One type of distribution may 

describe different cases while the same case may be 

described by different types [Pisarenko and Rodkin 2010, Stumpf and Porter 2012]. 

Fortunately, the few simple functions described below already 

cover most of the distributions in physics, chemistry and 

biology [Pisarenko and Rodkin 2010]. 

Linear and logarithmic distributions for addition and 

multiplication. Linear and logarithmic distributions have 

vaguely been attributed to "additive" and "multiplicative" 

interaction, reflecting direct only and indirect (“preferential" 

de/attachment, “the rich get richer”) contributions [e.g., Slob 1994, Hattis 

1996a&b, Limpert et al. 2001, Pisarenko and Rodkin 2010]. Yet, in some cases, 

underlying mechanisms can be explicitly linked to products 

rather than sums [e.g., Ott 1990, Andersson 2021]. For instance, pollutant 

concentrations have explicitly been derived to become log-

normally distributed if randomly diluted [Ott 1990] or exponentially 

generated and degraded (dC/dt=k·C) with k normally 

distributed rather than invariant [Andersson 2021]. 



Exponential distributions over linear bins. The number of 

events or items decreases exponentially if the probability p of 

1, 2 … x events or items decreases as k1, k2 … kx = eln(k)·x = 

10log(k)·x with 0<k<1 as the constant fraction transferred across 

adjacent bins. For instance, the number of consecutive sixes 

rolled with a dice decreases as p = (1/6)x = eln(1/6)·x ≈ e-1.8·x. 

Exponential distributions of size or age have been observed 

for elements in the universe, copies of products and 

individuals in a population. 

Power distributions over logarithmic bins. The number of 

events or items decreases reciprocally if the probability p of 

1, 2 … x events or items decreases as 1/xk = e-k·ln(x). For 

example, the number of ones, twos … sixes rolled with a dice 

counting to the level of pips of the previous roll decreases 

inversely if the number of rolls is sufficiently small [Corominas-Murtra et 

al. 2015]. Reciprocal distributions have been observed for 

frequency of words in texts [Zipf 1965], abundance of property 

amongst owners [Pareto 1898] and many other quantities. The 

exponent k is usually obtained as slope -k+1 of the cumulative 

distribution in log-log graphs. As n objects are larger than or 

equal to the nth ranked, slope -k+1 can also be derived by 

plotting log rank versus log number [Newman 2006]. So, just as the 

fraction transferred in linear exponential distributions is 

constant, the ratio between adjacent natural and decimal bins 

equals e…10-k+1, respectively, for reciprocal distributions. 

Exponent k mostly varies around 2, in some cases up to 3, 

across disciplines [Yule 1925, Newman 2006, Crompton 2012, Pinto et al. 2012]. The 

average slope -k+1 of -2+1 = -1 suggests that the total energy, 

matter or water flux can be distributed over many small or a 

few large events (floods, earthquakes etc.) or items (lakes, 

organisms, cities etc.). So, 100 herbs occupying 1 m2 each 

intercept the same solar radiation as 10 trees with a cover of 

10 m2. In homogenous networks where each node is randomly 

connected to others, the fraction of nodes with k connections 

p(k) decreases exponentially e-k from an average [Jeong et al 2000]. 

By contrast, p(k) decreases hyperbolically k-c in 

heterogeneous systems with new nodes preferentially 

connecting to well-connected existing ones, as described for 

power distribution below. 

Table 17. Elementary distributions. 

 p(x) μ σ dp/dx 

exponential kx = eln(k)·x (0<k<1) 1/k 
1/k ln(k)·eln(k)·x=ln(k)·p 

power x-k = e-k·ln(x)  (2<k<3) k/k-1 ∞ -k·x-k-1 = -k/x·p 

log-normal 1/σ√2π·e-1/2·((lnx-μ)/σ)² μ σ  

log-logistic β/α·(x/α)β-1/(1+(x/α)β)2 α 1.6…1.8·β [Kooijman 1981] 

Normal and log-normal distributions for sum and 

products. The total or product of events or items increases 

normally and log-normally, respectively. For instance, the 

probability of a sum of 1·x or 6·x pips after rolling a dice x 

times is much lower than a total of 3.5·x. According the 

According to the Central Limit Theorem (CLT), the sum and 

product of independent random variables follows a normal 

[Gauss 1809] and log-normal distribution [Galton 1878]. Data sets with 

small coefficients of variation σ/μ fit equally well to normal and 

log-normal distributions [Slob 1994]. 

Logistic and log-logistic distributions for sum and 

products. Often, both normal and logistic relationships fit 

equally well to bell-shape distributed data. (Log-)logistic 

distributions are used as a computationally easy alternatives 

for (log-)normal distributions [Table 17]. The cumulative log-logistic 

distribution has a right tail, x>α that can be approximated by a 

power function 1 / (1+(x/α)-1/β) ≈ (x/α)1/β, with β = 1/(-k+1) = -

1/2…-1 matching the typical range noted for response to 

depletion and pollution [Figure 77]. Hence, log-normal and log-

logistic distributions are often converted to power functions 

[Preston 1962, May 1988, Harte et al. 1999]. 

General(ized) linear model regressions. Variables can be 

related to each other in different ways. If no a priori 

dependence is assumed, the number of dimensions can be 

reduced to principal components or extended with latent 

factors by similar named analyses (PCA, FA). If a variable 

depends on another, regression analysis (RA) is carried 

out. Unpaired data from cross-sectional studies are 

examined by regression with General(ised) Linear Models 

(GLM) [yij] = [βij]·[xij]+[ϵij] with parameters βi fixed and errors ϵij 

normally (general) and (non-)normally (generalised) 

distributed. By contrast, Generalised Linear Mixed Models 

(GLMM) [yij] = [βij]·[xij]+[ϵij]·[zij] with fixed [βij]·[xij] and random 

[ϵij]·[zij] effects are used for paired data from repeated or 

clustered measurements in longitudinal studies. The random 

effects cover grouping, avoiding autocorrelation by 

monitoring the same individual twice, different organs in the 

same individual and individuals from the same batch. 

Single linear model regressions. If data are available on 

one dependent or one independent variable, these 

multivariate approaches collapse to multiple and single 

regression respectively. In case of ordinary least squares OLS 

and inverse least squares ILS regression, deviations of the 

dependent y and the independent variable x are minimized, 

respectively. In case of major axis (MA) and reduced or 

standardized major axis (RMA = SMA) both deviations are 

reduced simultaneously, perpendicular to the regression line 

[Warton et al 2006]. The RMA slope can be obtained as the geometric 

mean of the OLS and ILS slope or as the OLS slope divided 

by the correlation coefficient r. If x and y are strongly 

correlated, r2→1 and the OLS and SMA slopes are similar. For 

other cases, the use of either method is subject to debate 

[McArdle 1988, Jolicoeur 1990, McArdle 2003, Warton et al 2006, Smith 2009]. OLS and ILS are 

generally preferred if the aim is to predict y or x accurately, 



from a well-known x or y, respectively. If the slope relationship 

best describing the scatter in y and x is of interest, MA fitting 

should be used to calculate the slope [McArdle 1988, Warton et al. 2006]. 

However, OLS can also be applied to determine the slope if 

the variance in the error of x is less than about ⅓ that in y, i.e., 

var(x) < var(y)/3 [McArdle 1988, Gaston and Blackburn 1998, Glazier 2014]. Although the 

errors in y and x are seldom assessed in comparative studies 

[White et al. 2007], OLS is often used in practise. Since application of 

sophisticated regression techniques on raw data, often not 

available anyway, would require lengthy re-analysis, 

parameterisation in the book is largely based on OLS 

correlations reported in literature. If several regressions are 

available for the same parameter, we merged them by 

calculating the average and 95%-confidence interval of the 

slope and intercept. The typical regression obtained as such 

was checked graphically and reported, e.g., for power 

regressions as 10μ(log(α))±95%CI·xμ(β)±95%CI. If data were scarce, 

minimum-maximum ranges were given, e.g., for power 

functions as 10min(α)…max(α)·xmin(β)…max(β). 

Average versus quantile regressions. In case of sufficient 

data (n>200), one may calculate quantile regressions, 

indicating the median or any other percentile rather than the 

mean. Quantile regressions may be useful, e.g., in case of 

multiple pressures, assuming that only the upper percentile is 

affected by one stressor of interest. 

Alternatives. Over the years, new techniques have become 

available to obtain correlations between variables. However, 

to acquire the same reliability neural networks, random forest, 

machine learning [Bzdok et al. 2018] and related techniques require 10 

time more data [Van der Ploeg et al. 2017, Shoombuatong et al. 2017]. 

Coefficient of correlation and determination. Many metrics 

have been proposed to indicate the strength of the relationship 

between the expected and observed value. The (Pearson) 

coefficient of correlation r, describes the combined deviations 

from the means relative to those from the separate deviations 

as 

Equation 1. 

r = 
∑ (xi-x̅i)·(yi-y̅i)
n
1

√∑ (xi-x̅i)
2·n

1 ∑ (y
i
-y̅
i
)
2n

1

 

Alternatively, the coefficient of determination indicates the 

deviations from the expected values versus those from the 

average values can as 

Equation 2. 

R
2
 = 1 - 

∑ (y
i
-y
î
)
2n

1

∑ (y
i
-y̅
i
)
2n

1

 

For linear(ised) functions, r2 = R2, conveniently expressing 

the variability explained by the relationship with a value 

between 0 and 1. The probability p indicates the likelihood 

that the relationship does not exist. So, regressions with p < 

0.05 are considered statistically significant. If the probability is 

not provided, p < 0.05 can be expected to be achieved if the 

coefficient r of a correlation of n observations is sufficiently 

high, i.e., r > 1 – 0.19∙ln(n-2) [Rohlf and Sokal 1995]. For non-linear 

models, a plethora of indicators is used [Morley et al. 2018], absolute 

mean error MAE = |ŷi-yi|/n and root-mean square error RMSE 

√(ŷi-yi)2/n, normalised to the observed average or range and 

various pseudo-coefficients of determination. As their actual 

meaning is difficult to interpret, one may also express 

deviations simply as the fraction of data within a factor of 2, 3 

or 10 from the expected values. The fraction of the variability 

r2 explained can be increased by adding parameters (k) and 

independent variables (x) determining the dependent variable 

(y). This is accounted for by the adjusted coefficient of 

determination radj
2 = 1 – (1-r2)·(n-1)/(n-nx-1), where nx is the 

total number of independent variables in the linear model and 

n is the sample size. If the number of parameters or 

independent variables approaches the number of data, the 

relationship becomes more complex than necessary and 

overfitting occurs. To avoid over- and underfitting, one may 

penalize for the number of parameters nk by the Akaike 

Information Criterion AIC = n·ln(Σ(ŷi-yi)2/n)-2nk based on 

entropy theory [Akaike 1974]. As a rule of thumb overfitting is 

avoided if the number of data is at least 10 times the number 

of variables n/nx > 10. Overfitting can be further reduced by 

checking for collinearity between independent variables, e.g., 

by calculating r2 between them. If the model is too simple, the 

accuracy is low, leading to underfitting. Clues on additional 

descriptors can be obtained from an analysis of residuals. 

Heteroscedasticity (G: "different dispersion"), i.e., differences 

in variability "around" the regression, may also point to other 

choices for independent variables, for instance, by using log-

transformed values. To describe the accuracy of the model for 

predicting new cases, the predicted r2 also called leave-one-

out (LOO) r2 may be calculated. As high predicted r2 values 

turned out to be necessary but not sufficient conditions 

accurate anticipation of chemical variables [Golbraikh and Tropsha 2002], 

one may alternatively split data in a training (75%) and test 

(25%) and calculate their r2 and q2 respectively. While upper 

and lower case is also used indiscriminately, R and r tends to 

be used for non-linear and linear models respectively. In 

general, the best regression is obtained by comparing different 

models and checking for collinearity. Fitting many independent 

variables is likely to yield 5% falsely positive descriptors, 

erroneously labelled as data rather equations mining. 

 



3.5 Mathematical equations 

3.5.1 General 

Classification of differential equations. Equations are 

defined as formulas that relate two combinations of factors. A 

typical formula looks as y=f(x), where the variable y that 

depends on the independent variable x. The first and second 

derivatives are denoted as d1y/dx1 = y’(x) and d2y/dx2 = y”(x), 

respectively. The word order is used ambiguously in 

modelling. The order of a mathematical formula refers to the 

highest derivative but the order of a chemical equation 

expresses the number of molecules involved. If the derivative 

dy/dx is a function of one single variable x, the differential 

equation is said to be ordinary. Differential equations with 

more than one independent variable, have so-called partial 

derivatives y/x1, y/x2, …, y/xn that represent the change 

in relation several independent variable x1, x2, …, xn. In fate 

models, the concentration C may be described as a function of 

the longitudinal x1, lateral x2 and vertical x3 distances to the 

source [Figure 30]. Food chain models can be described as a 

continuous function of time t and organisms size m. The 

degree of a mathematical equation is the exponent of the 

highest derivative. So, in a mathematical sense, d1y/dx1 = y2 is 

a quadratic, first-order differential equation, while d2y/dx2 = y is 

linear and second order. In the next sections, we cover 

mathematical equations that are often used in modelling. Yet, 

a useful approximation for many situations is presented first. 

 

3.5.2 Taylor equations 

Expansion of differential equations. Complicated functions 

can be approximated by the so-called Taylor polynomial that 

results from partial integration as 

Equation 3. 

∑(f
i(k)∙

(y-k)i

i!
)

n

0

=f(k)+f
1(k)∙

(y-k)1

1!
+…+f

n(k)∙
(y-k)n

n!
 

where fi(k) is the ith derivative of f at y=k. The terms reflect the 

fitting of the function by a combination of a straight line, a 

quadratic curve, a cubic curve and so on. Equation 3 can be 

used to derive and analyse differential equations by setting 

f(y) equal to dy/dx. A first and second order approximation at 

k=0 yields dy/dxy and dy/dxy-y2, which is applied, e.g., for 

the justification of exponential and logistic equations in 

ecology [Pielou 1969, Section 4.3]. 

Linearization of differential equations. Even more importantly, 

Equation 3 allows linearization of non-linear differential 

equations dy/dx too complex to be solved analytically [May 1974, 

1975, Patten 1975, Pimm 1982]. In such cases, we can characterize the 

local behaviour of the model by studying the difference 

between the actual and equilibrium y-ŷ [Sections 3.5.4 and 3.5.5]. Since ŷ 

is constant and dŷ/dx thus equals 0 by definition, one can 

show that the first derivatives of y-ŷ and of y are equal, 

according to 

Equation 4. 

d
1(y-ŷ)

dx1
 = 

d
1
y

dx1
-
d
1
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dx1
 = 

d
1
y

dx1
 

In addition, a first order approximation of y-ŷ by Equation 3 at 

k=ŷ yields 

Equation 5. 

d
1(y-ŷ)

dx1
 ≈ 

d
1
ŷ

dx1
+
d
2
ŷ

dx2
(y-ŷ) = 

d
2
ŷ

dx2
(y-ŷ) 

According to Equation 4, displacement from the equilibrium 

d1(y-ŷ)/dx1 can be approximated by the second derivative at 

the equilibrium d2ŷ/dx2 times the deviation y-ŷ. The deviation 

from the equilibrium state y-ŷ can now be solved as 

Equation 6. 

y-ŷ=∆y(x)=∆y(0)·e
d
2
ŷ

dx2
·x

 

 

3.5.3 First-order differential equations 

Parabolic equations. No classification for mathematical 

equations is widely accepted across disciplines. We therefore 

refer to them by the characteristics of the equation and the 

shape of the graph [Table 18]. The parabolic power and root 

equations are widely applied for geometrically distributed 

factors [Table 18a]. If plotted on a double logarithmic graph, log(k1) 

and k2 represent the intercept and slope respectively. Irregular 

values of the slope k2 may indicate that the underlying 

mechanisms are not understood. Exponents that are 

(multiples or reciprocals of) integers allow an explanation. 

Many ecological parameters, for instance, scale to body size 

with exponents that are multiples of ⅓ or ¼ [Section 5.3.3]. 

Hyperbolic or sigmoid equation. In the limited power 

equation, y is proportional to y(∞)/(1+xk) [Table 18b]. A hyperbola 

results for k2<1 and k2>1 leads to a sigmoid. In both cases a 

point of inflection appears at x = k1, which is halfway to the 

infinite value y(∞). For x<<k1, y is almost linearly proportional 

to y(∞)∙x/k1. The quotient hyperbola and sigmoid are stable in 

the sense that a maximum y(∞) is reached for x approaching 

infinity. The hyperbolic form (k2≤1) is also known as the 

Michaelis-Menten, Langmuir or Monod equation [Michaelis and Menten 

1913, Langmuir 1921, Monod 1942, Section 4.3.2]. The sigmoid version (k2>1) is 

called the Hill equation [Hill 1910, Goutelle et al. 2008]. 

Exponential equation. In the exponential equation, y is 

proportional to ex and dy/dx equals k1∙yk2 - k3∙yk4 [Table 18 a,c,d]. The 

approximated limit value y(∞) equals (k1/k3)1/(k2-k4) whereas the 

point of inflection (d2y/dx2=0) can be found at (k1
∙k2 / 

k3∙k4)1/(k4-k2). Many reversible and irreversible transport and 



transformation processes are regarded as one or another type 

of an exponential equation. All types are stable for infinite x if 

k2<k4. The exponential and the logistic equation are also 

applied as distributions [Section 3.4]. The exponential distribution 

has a mean of 1/k1 and a standard deviation of k1
2. The 

logistic distribution serves as an alternative for the normal 

distribution. 

Bell-shaped equation. Combining the power and exponential 

equations yields two other equations that are often used [Table 

18e-f]. The normal bell reaches its maximum of y(0)∙ek2∙k3² at k3 

[Table 18e]. The points of inflection can be found at k3±(2∙k2)-2. With 

k1=1/(σ∙(2∙)), k2=1/(2∙σ2) and k3=μ, y equals the normal or 

Gaussian distribution, with a maximum at μ and points of 

inflection at μ±1∙σ. At μ+3∙σ and μ+2∙σ about 98% and 99.9% 

of the total integral is reached. According to the central limit 

theorem, the normal distribution approximates the binomial 

distribution for n∙p>5 or n∙(1-p)>5. The skewed bell has a 

maximum at -k3/k2, with points of inflection passed at 

(k3±k3)/k2. The skewed bell equation can also be recognized 

in the numerator of the Poisson distribution [Table 18f]. This 

distribution approximates the binomial distribution for n∙p<5. It 

is applied to systems with many independent infrequent 

factors each contributing a small part to the overall increase. 

 

Table 18. One-dimensional equations. 

d0y/dx0 d1y/dx1 ki y(x) 

a. (unlimited) 

- root and power 

 

(k1·(1-k2)·x+y(0)
1-k2)

1/(1-k2)
 

- exponential 
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k2 
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3.5.4 Second-order differential equations 

Second order for paired compartments. The equations of 

the previous section describe the behaviour of single 

compartments. Sometimes, even systems that consist of more 

than one compartment can be described by a single equation. 

In other cases, however, separate compartments require 

additional equations to be formulated. An elementary pair of 

two linear differential equations may be defined as 

Equation 7. 

[
 
 
 
dy

1

dx
dy

2

dx ]
 
 
 
 = [

k11·y1+k12·y1
k21·y1+k22·y2

]= [
k11 k12
k21 k22

] · [
y
1
y
2
] 

Equation 7 is often used to describe or approximate the 

interaction between two serial or parallel compartments [Sections 

4.4 and 4.5]. Examples include fast and slow kinetics of substances 

and predator-prey dynamics of species. Differentiating the first 

differential equation and filling the second equation into the 

first one yields 

Equation 8. 
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Making y2 explicit from the upper part of Equation 7, yields y2 

= (dy1/dx-k11·y1)/k12. Equation 8 can now be written to 

Equation 9. 
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which can be generalized to 

Equation 10. 
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to demonstrate that the pair of first-order differential equations 

dy1/dx and dy2/dx can also be described as a second-order 

differential equation d2y/dx2. The set given by Equation 7 can 

be solved to 

Equation 11. 

y
1,2

 = (f(y
1
(0),ki)·x+f(y2(0),ki)·x)·e

λ·x      (λ1=λ2) 

y
1,2

 = (f(y
1
(0),ki)·e

λ1·x+f(y
2
(0),ki)) ·e

λ2·x  (λ1≠λ2) 

where λ1 and λ2 are the eigenvalues of the set. The trace, 

determinant and eigenvalues are derived according to 

Equation 12. 

tra[kij]=k11+k22=λ1+λ2=-k1 

det[kij]=k11·k22-k12·k21=λ1·λ2=k2 

λ1,2=

tra[kij]±√tra
2[kij]-4·det[kij]

2
 

Figure 21. Variables y1 versus y2 (small plots) in relation to their trace 
(horizontal axis), determinant (vertical axis) and eigenvalues of the 
differential equation set. 

 

Global linear and local non-linear stability. The behaviour 

of the model defined by Equation 7 is determined by the 

eigenvalues λi. At negative determinants det[kij], saddle 

points emerge [plot at the bottom of Figure 21]. Saddle points are y1-y2 pairs 

that are stable in one direction and unstable in the other. 

Positive values for the determinant det[kij] produce (un)stable 

equilibrium points, just below the trace axis [Figure 21]. For 

positive and negative traces respectively, all combinations of 

y1 and y2 move away from (=unstable) or towards (=stable) a 

steady state. The trend is oscillating if the eigenvalues have a 

complex component [top of Figure 21]. Stable limit cycles emerge at 

tra[kij]=0. So, the set is stable in any direction at a negative 

trace (k1<0) and a positive determinant (k2>0) only. The 

eigenvalues λ1 and λ2 in Equation 12 are imaginary for 

negative roots, i.e. at 4∙det>tra2. Eigenvalues are real and 

equal to each other at 4∙det=tra2. If 4∙det<tra2, eigenvalues are 

real and unequal. This approach can be applied for analysis of 

global (=general) stability of two linear differential equations 

systems. The same plot however, can also be used for 

evaluation of local (=particular) stability of two non-linear 

differential equations after linearization near the equilibrium by 

a first order Taylor approximation [Section 3.5.2]. The derivative for 

the deviation from the equilibrium yi-yi is denoted as 

Equation 13. 
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where coefficients [d(dŷi/dx)/dyj] are collected in the so-called 

Jacobean matrix. 

 

attractors λ1 ≤ 0, λ2 ≤ 0 λ1 ≥ 0, λ2 ≥ 0 repellors

λ1 ≠λ2 < 0 λ1 ≠ λ2 > 0

saddle points

  

λ1,2 =  idet

det = (½tra)2

λ1 = λ2 < 0 λ1 = λ2 > 0

λ1 = 0, λ2 = tra < 0 λ1 = tra > 0, λ2 = 0

λ1 = i-det

y1 →

y2 →

← (y1,y2)



3.5.5 Multi-order differential equations 

Multi-order for several compartments. The behaviour of 

systems with more than two compartments can sometimes be 

approached by a set of two equations. In other cases, 

however, more compartments and thus more equations are 

necessary. An elementary set of n linear equations may be 

defined as 

Equation 14. 
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which can also be formulated as 

Equation 15. 
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with trace and determinant 

Equation 16. 
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1
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k11 … k1n
.. kij …

kn1 … knn

]=∏ λi
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Equation 15 can be solved by functions of the form eλ·x, so 

that d0y/dx0 equals eλ·x, d1y/dx1 is κ·eλ·x and d2y/dx2 is κ2·eλ·x. 

In general, diy/dxi equals κi·eλ·x. Equation 15 can now be 

rewritten to 

Equation 17. 

(λn+k1λ
n-1
+…+kiλ

n-i
+…+k0λ

0)·eλ·x=0 

Since eλ·x≠0, the eigenvalues λ can be found from the 

characteristic equation 

Equation 18. 

(λn+k1λ
n-1
+…+kiλ

n-i
+…+k0λ

0)=0 

Table 19. Stability of a set of n dependent variables in relation to real 
Re and imaginary Im parts of eigenvalues λi. 

#λ λ equation and graph 

 Re Im  

 #0 =0 stable non-oscillating 

  ≠0  oscillating 

 >0 =0 unstable non-oscillating 

  ≠0  oscillating 

 =0 =0 neutral stable non-oscillating 

  ≠0  oscillating 

Global linear and local non-linear stability. The global 

stability of the set of n linear equations can now be judged 

from the eigenvalues [Table 19]. Similar to the procedure 

described in Section 3.5.4, local stability of sets of n non-

linear differential equations can be examined after 

linearization by Taylor expansion. Sets of multiple equations 

are used to describe systems with more than two 

compartments. In abiotic disciplines, it can describe the overall 

behaviour of interconnected one-compartment models as in, 

e.g., multi-media fate calculations. In ecology, Equation 14 

has intensively been used to study the relationship between 

diversity and stability [May 1974, May 2000, Section 4.6]. Simpler sets with 

more coefficients kij equal to zero have been applied to other 

phenomena [Section 4.4.2]. Very complex sets may be solved 

numerically nowadays. 

 

3.6 Geometric shapes 

Length-area-volume for simple shapes and complex 

objects. The objects in this book vary in size and shape, from 

small spherical molecules to cylindrical trees and conical 

lakes. The relationships between their length, area and 

volume differ. Yet, equations for a few common geometric 

solids with a smooth surface serve as a reference for 

understanding more complex objects. Volume V is the product 

of area A and length L as 

Equation 19. 

V =  ψ · L · A 

If A represents the base area, Equation 19 covers convex 

cones (ψ < ⅓), linear cones (ψ = ⅓), (hemi-)spheres (ψ = ⅔) 

and cylinders (ψ = 1). For cones and cylinders, base area A is 

related to radius r and length (or height, depth) L as A = π·r2. 

For a given ratio of length and radius L/r, representing the 

inverse tangents of the slope tan(α), we arrive at A = 

π·(r/L)2·L2, so that 

Equation 20. 

L = 
L/r

π1 2⁄
 · A

1 2⁄
 

yielding L ≈ 0.005…50∙A½ for L/r 1/100 to 100/1. Filling in A = 

π·(r/L)2·L2 in V = ψ·L·A yields volume V as a function of length 

L as V = ψ·L·π·(r/L)2·L2 = ψ·π/(L/r)2·L3, so that 

Equation 21. 

L = (
(L/r)

2

ψ·π
)

1 3⁄

 · V
1 3⁄

 

corresponding to about L ≈ 0.05…20∙V⅔ for L/r 1/100 to 100/1. 

Likewise, substituting L = ((L/r)2/π·A)½ in V = ψ·L·A yields 

volume V as a function of base area A as V = ψ·((L/r)2/π·A)½ · 

A = ψ·((L/r)2/π) ·A½, and area as 

Equation 22. 

A = (
π1 2⁄

ψ·L/r
)

2 3⁄

 · V
2 3⁄

 



If A represents the total area, Equation 22 still applies but with 

other values for ψ. For cones, A = 

3⅔∙π⅓·(r/L)⅔·(1+(L2/r2+1)½)∙V⅔ implying ψ = 

1/(3∙(1+(L2/r2+1)½))3/2. For cylinders, ψ = 1/(2∙(1+L/r))3/2 so that 

A = 2π⅓·(r/L)⅔·(1+L/r)·V⅔ ≈ 14…64·V⅔ for L/r ranging from 

100 to 1/100. For spheres, ψ = ⅓ and L/r = 2 so that A = 

(π½/⅓∙2)⅔∙V⅔ ≈ 4.8∙V⅔ is equivalent to a cylinder with L/r = 

2.45. So, length L and base or total area A scale to volume V 

of geometric objects with slopes of dlog(L)/dlog(V) = ⅓ and 

dlog(A)/dlog(V) = ⅔. The coefficients depend on the geometric 

shape. In addition, if the object is tortuous or rough, rather 

than straight or smooth, allometric scaling may emerge, 

allowing length and area to increase faster with volume 

according to dlog(L)/dlog(V) > ⅓ and dlog(A)/dlog(V) > ⅔. 

 



4 MODULES 

There is nothing permanent except change [Heraclitus 535 - 475]. 

 

Modules are coherent parts of models with a distinctive configuration described by expressions. One may think of models 

to consist of modules, coherent parts with a distinctive configuration, described by expressions from the previous chapter. While 

systems might be very diverse, the set of modules needed to model them is surprisingly small because 1) one module can describe 

different systems and 2) behaviour of models is often governed by few dominant modules [Section 4.1]. Tanks, usually referred to as 

compartments, have an inflow from a source and an outflow to a sink [Section 4.2]. In one-compartment loops, storages have 

feedbacks to inflows. In two-compartment loops, the outflow of each compartment provides the inflow to the other [Section 4.3]. Tanks 

and loops can be connected sequentially to form series of 2 or more compartments [Section 4.4]. Components are parallel if their inflow 

is from the same source or their outflow is to the same sink [Section 4.5]. A web emerges by combining any of these modules [Section 4.6]. 

Each section is subdivided in sub-sections covering one, two or multi-compartments. 

 

4.1 Introduction 

From many diversely composed models to a few 

distinctively configured modules. Building models for all 

systems of interest is obviously not an efficient approach. So, 

what shortcuts are available? Do you think that discharge of 

water in a lake and drinking of fluids by an organism can be 

described by the same model? Do you see any similarities 

between membrane passage of molecules in biochemistry and 

gut passage of food in biology? By definition, systems and 

models are modular, i.e., consisting of separate units that can 

be assembled or replaced. Here, we define a module (L: 

“small standard”) as a coherent (part of a) model with a 

distinctive configuration, described by a set of expressions 

[modified after Odum 1983]. One module can describe completely 

different systems, like water inflow in lakes and organisms 

as well as substance flow through membranes and guts. So, 

the same diagram and equation can be repeatedly applied 

within and across systems. In addition, the overall behaviour 

of many complex models is usually governed determined by 

a few dominant modules. Knowledge of a minimum of these 

modules thus allows one to understand the behaviour of many 

diverse systems. SO, ehile the variety of systems to be 

covered is large [Chapter 1], the number of modules needed to 

describe them is surprisingly small. 

Storage and flow represent accumulated and passing 

items. Items are stored in compartments described by 

patterns of state variables. Connections between 

compartments carry flows via pathways, characterized by 

rate variables expressing processes. The amount stored in a 

compartment S [units] changes over time due to a flow with 

rate F = dS/dt [units∙d-1] through it. If the inflow into the 

compartment is larger than the outflow, the storage increases 

dS/dt>0. If the reverse holds the storage decreases dS/dt<0. 

Storage does not change at dS/dt=0 if there is no input and 

output or if the inflow is equal to the outflow, called a static 

and dynamic equilibrium respectively [Table 34]. 

Rate constants are flows per unit of (combined) storage. 

In first order systems, flow is proportional to storage as F = 

k·S, with the flow rate constant k [kg·kg-1·d-1 = d-1] defined as 

the flow rate per unit of storage according to 

Equation 23. 

k = 
F

S
 

The rate constant k thus represents the fraction of, e.g., 

substances, water, tissue or species replaced in reactors, 

lakes, organisms or population per unit of time. Rate constants 

are also referred to as transfer coefficients in systems theory, 

turnover rates in hydrology and sociology, birth or death rates 

in biology and per capita rates in ecology and economics. 

Mixing up "rate" and "rate constant" causes confusion, e.g., 

with birth rate referring to the number of young born per day or 

to the number of young born per adult per day. To avoid 

misunderstanding, the terminology from chemical reaction 

kinetics, rate F [mol·dm-3·d-1], rate constant k [d-1] and 

concentration C in F = k·C is extended to any kind of storage 

S according to F = k·S. Just as in chemistry, systems of a 



higher order n, such as F = k·Sn or F = k·1
nΣSi also contain 

rate constants k representing the combined storage, albeit 

with different units [e.g., kg·kg-n·d-1]. In ecology, for example, 

logistic increase (S2) or predator-prey interaction (S1·S2) is 

also described by rate constants k [kg-1·d-1]. 

Time constants are inverse to rate constants. The time 

constant is the period that water, tissue, personnel or species 

resides in a lake, organism, company or community 

respectively, as 

Equation 24. 

τ = 
1

k
 = 

S

F
 

Here too, slightly different concepts occur, such as the half-life 

τ50 = -ln(0.5)/k [Section 4.2]. Both rate and time constants are 

referred to by different names such as transfer coefficients, 

turnover rates, fractional turnover, turnover time etc. in various 

disciplines [Mawson 1955, Odum 1983]. 

Table 20. Conceptual diagrams of modules [modified after Odum 1983]. 

section module diagram 

4.2 source, sink 
 

4.2 tank  
 

4.3 loop  

 

4.4 series  
 

4.5 parallel  

 

4.6 web  

 

Compartments and connections arranged in different 

configurations. Models represented by "spaghetti"-like 

diagrams connecting everything to everything are difficult to 

understand. Yet, the rigorously selected set of elementary 

flow-storage combinations provides a unique understanding of 

the behaviour of a diverse set of systems [Table 20]. Energy or 

materials are provided to a system by an inflow from sources 

while outflow is directed to sinks. Sources and sinks are thus 

located outside the system. Compartments inside the system 

are called tanks. Connections may form loops, parallels, 

series and webs. Loops have feedbacks, which connect 

compartments to input, like growing organisms that feed 

themselves. Feedbacks may be positive or negative, 

increasing and decreasing the input, respectively. 

Components are parallel if their inflow is from the same 

source or their outflow is to the same sink, like two organisms 

feeding on the same food. If the outflow of a component is 

connected to the inflow of another, it is called a series, e.g., 

when an organism feeding another. Consequently, parallel 

components are rather similar while serial components are 

more different. Combinations of loops, parallels and series are 

called webs. 

Objectives. In the present chapter, we aim to understand the 

behaviour of models needed for the systems of the upcoming 

chapters. To that end we, explore a set of frequently used 

modules, in particular tanks, source, sinks [Section 4.2], loops [Section 

4.3], series [Section 4.4], parallels [Section 4.5] and webs [Section 4.6] to be 

recognised in models and to be applied to various systems. 

 

4.2 Sources, tanks and sinks 

Open, closed and isolated systems. Depending on 

interaction with their surroundings, systems are considered 

open (energy, matter exchange), closed (energy exchange) 

or isolated (no exchange). Marine, estuarine and mainland 

ecosystems tend to be more open in comparison to relatively 

closed rainforests and islands [Whittaker 1975]. Closed markets are 

self-supportive while open economies have high export and 

import trade. Extravert persons have an intense 

communication with others in comparison to introvert people. 

While sub-disciplines like classical economics and 

conservation ecology may consider their object of study as 

(quasi-) isolated, truly separated systems are rare, with the 

universe as an exception. In any isolated system, disorder will 

inevitably increase over time but order may be temporarily 

built in closed systems fed by external sources of energy. 

Physical, biological and economic systems transform order to 

chaos, but may do so by creating compartments (e.g., 

structures, organisms and constructs) on theiry way. 

Abundant storages or flows serve as rich sources for dense 

populations and bring about large sinks. Fertile soils and wet 

climates carry many plants, animals and humans that 

generate much waste. Passing herds, rich sea currents and 

trade at transport nodes support ample life, partly of a sessile 

nature [Odum 1983]. Sources are scarce in sparsely populated 

areas, such as deserts and tundras. 

Tank with linear outflow and constant inflow from one 

source. The simplest configuration representing a system 

consists of a single tank S1 with linear outflow and inflow F0 

from one source S0 [Table 21a]. This module is used so often that 

one often refers to this configuration as the “one-compartment 

model”, although other one-compartment models exist [e.g., Section 

4.3.1]. At the start, the amount in the tank equals S1(0). When 

the inflow is suddenly increased from 0 to a constant level 

F0, the amount in the tank S1(t) steadily increases over time, 

inducing more outflow F1 = k1·S1 as well [Table 21a]. Examples 

include the water level in a lake after opening a sluice or the 

concentration of a chemical in an exposed organism. When 



time approaches infinity t → ∞, inflow is balanced by outflow 

F0 = F1, increase ceases dS1/dt → 0 and the amount in the 

tank levels off to an equilibrium S1(∞) = F0/k1. The rate 

constant for turnover of water, substances or individuals k1 

now equals F1/S1 and the residence time in the tank τ1 = S1/F1 

= 1/k1. At t=th the inflow is suddenly switched off, e.g., by 

closing the sluice, providing a clean medium and stopping 

nourishment. As the outflow continues, though at a declining 

rate F1 = dS/dt = k1·S, the amount left decreases 

exponentially. Half of the maximum level ½·S(th) is reach after 

a half-life of τ50. The rate constant k1 is derived by fitting the 

model to data. Alternatively, its value can be obtained from the 

near-linear increase with dS1/dt = F0-k1·F0/k1 = (F0/2k1)/Δt and 

k1 = 1/Δt or from the exponential decrease at half of the 

maximum ½ = 1-ek1·τ50 and k1 = ln(2)/τ50. Plotting decreasing 

levels on an exponential scale allows one to derive the outflow 

rate constant k as dS1/dt/S1. If the data match a straight line, 

the system follows a one-compartment model. If the data fit to 

a broken line a two-compartment model is more appropriate 

[Table 24]. 

Tank with inflow from several sources. Systems that are 

fed by two sources or more sources can be modelled by 

combining several one-compartment sources [Table 21]. However, 

if more than one source is involved, one has to decide about 

the way that these supplies interact. Economists assume that 

sources substitute each other non-linearly (β→0). For 

example, producers may increase manufacturing by bringing 

in more machines or labour and consumers may choose 

between private or public transport [Cobb and Douglas 1928, Varian 1992]. 

However, the equation suggests that production (dS1/dt>0) is 

possible with machines (S0a>0) and no personnel (S0b=0). 

Also, if both sources S0a and S0b increase by the same factor, 

production remains the same, implying no scaling up 

advantages [Ayres and Nair 1984]. Complete substitution (β→1) applies 

if sources fully replace each other, such as food species of a 

generalist consumer [Rapport and Turner 1977]. No substitution (β→-∞) 

refers to situations where replacement is impossible and the 

inflow is limited by the minimum of the two sources, such as 

water and nutrients for plants [Von Liebig 1840]. Although mutations 

have created a diversity of species that need different 

amounts of water, light, heat and nutrients, life clearly needs a 

minimum of each of these sources to exist. Goods and 

services, however, can often be produced with different 

materials and resources, if not now than after future 

innovations. The view of ecologists and economists on 

environmental issues is therefore likely to be determined by 

the way they perceive sources to interact. 

 

4.3 Loops 

4.3.1 One-compartment loops 

One-compartment loops have feedback to same 

compartment. What do successful genes, widespread 

diseases, invasive species, popular religions and expanding 

civilizations have in common? They all have powerful 

feedback loops that can be simulated by one-compartment 

loops [Dawkins 1986, Gould 2002, Jackson et al. 2002]. A one-compartment loop 

consists of a compartment S1 with feedback that increases the 

inflow from its source S0 [Table 22]. These loops proceed to an 

equilibrium if the exponent of the input is smaller than that of 

the output. 

Table 21. Sources and tanks. 

diagram equation 
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Limited exponential loops have non-linear in- and linear 

outflow. The limited exponential loop consists of a sub-linear 

inflow S1
(n-1)/n and a linear outflow S1

1 [Table 22a]. In biology, this 

loop is applied to the growth of individual mass (S=m). The 

total energy acquired k0·S0·S1
(n-1)/n is spent on subsistence of 

existing cells k1·S1 and on production of new cells dS1/dt [Von 

Bertalanffy 1934, West et al. 2001]. Assimilation thus increases with exchange 

surface area A, scaling geometrically or allometrically to 

volume V⅔…¾ = S⅔…¾, while respiration is proportional to V = 

S. 

Exponential loops have linear in- and outflow. In an 

exponential loop both in- and outflow are linearly proportional 

to S1
1 [Table 22b]. For k0∙S0>k1, increase is exponential, as noted 

for processes across many disciplines ranging from 

carcinogenic cell proliferation to cultural civilisation. In 

demography, unlimited increase is called Malthusian growth 

with an intrinsic increase rate r = k0∙S0 [Malthus 1798, Lotka 1956, Pielou 

1969], implying that individual fitness (dS1/dt)/S1 is constant 

k0·S0. Occasionally however, fitness increases with density, 

referred to as the Allee effect following early observations of 

fish populations exposed to silver particles (Allee and Bowen 

1932). For k0∙S0<k1, the storage S1 decreases exponentially 

as noted for, e.g., the disappearance of substances, the 

decrease of radioactivity or the number of options studied in a 

project. 

Logistic loops have linear in- and quadratic outflow. The 

logistic loop has a linearly inflow (S1
1) too but a quadratic 

order outflow (S1
2) indicating a second-order impact of storage 

on draining [Table 22c]. In hydrology, e.g., drainage increases with 

the squared water height dS1/dt ~ S1
2 because pressure and 

cross-sectional area are each proportional to height [Odum 1983, 

Manning 1891]. In chemistry, rates of autocatalytic reactions increase 

logistically, known as Prout-Tompkins kinetics [Focke et al. 2017]. In 

ecology, second order mortality has been linked to the 

frequency of negative interactions between individuals in a 

population, including migration induced by the number of 

encounters or mutual inhibition caused by toxic waste [Terborgh 

1974, Baumol 1967]. Rewriting yields the more popular version of the 

logistic equation known as Verhulst-Pearl growth with density 

levelling off to an equilibrium S1(∞) known as carrying 

capacity K [Table 22c, Seidl and Tisdell 1999]. Now, individual increase 

(dS1/dt)/S1 is no longer constant k0·S0 but decreasing 

linearly proportionally to the actual density as k0·S0·(1-

S1/S1(∞)). The amount to be added may be thought of as the 

open space available to new plants or animals to capture light, 

water or nutrients in a layer of resources [Section 9.4.1]. If dS1/dt 

responds instantaneously, S1 increases monotonically to S1(∞) 

[Table 22c]. If response is delayed by a period τ, S1 proceeds as a 

damped (k0S0τ<π/2) or harmonic (k0S0τ>π/2) oscillation with 

a period of about 4.0…5.4τ [May 1974, Hendriks and Mulder 2012]. 

Quantitative monitoring has indeed yielded ecological and 

economic cycles of 4-5 times that of diurnal or annual delays 

[Tinbergen 1931, Frisch and Holme 1935, Hutchinson 1948, May 1974, Hendriks and Mulder 2012], much 

shorter than the delays observed in series [Section 4.4.2]. 

Qualitatively, overproduction in central plan economies and 

Table 22. One-compartment loops. 
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massive killing in wars have been associated with an absence 

of immediate feedbacks [De Vries 1989]. Logistic loops may also 

represent all kinds of technological substitutions [Mercure 2012] and 

subsequent changes, such as emissions. 

 

4.3.2 Two-compartments loops 

Two-compartment loops have feedbacks between 

compartments. A two-compartment loop consists of two 

compartments S1 and S2 connected by a loop [Table 23]. One may 

think of, for instance, a system of components (enzymes, 

carriers, channels, tissue etc.) in organisms converting 

substrates. "Empty" components S2 turn to "full" S1 by taking 

in substrate from S0. As long as the component is busy 

handling one substrate, it cannot receive another. Only after 

the substrate has been released, the component becomes 

available for handling the next. The global behaviour of the 

loop can be judged from the coefficient matrix [kij]. Its trace 

and determinant are 

Equation 25. 

tra[kij] = -k0⋅S0
1...1/β

-k1

det[kij] = 0
 

whereas the eigenvalues of the coefficient matrix [kij] equal 

Equation 26. 

λ1 = 0

λ2 = -k0⋅S0
1...1/β

-k1
 

The corresponding graphs [Figure 21] can be found on the 

negative trace-axis, indicating a strong tendency towards the 

equilibrium located at 

Equation 27. 

k0⋅S0
1…1/β

·S2 = k1·S1 

Rewriting yields S1 as a hyperbolic (1/β≤1) or sigmoid (1/β>1) 

function of S0 [Table 23a+b, Odum 1983]. The exponent 1/β represents 

the slope in log(S1/S2) versus log(S0) plots, reflecting 

competitive (1/β<1), indifferent (1/β=1) or cooperative (1/β>1) 

interaction. The rate constants for inflow into k0 and outflow 

from k1 the system be interpreted as the rate constants for 

clearance of the source S0 and elimination from the tank S1, 

respectively [Section 7.3.2]. Their ratio k1/k0 reflects the inverse of 

the conversion efficiency, mathematically equalling the 

storage S0 at half the maximum capacity, denoted as S50 [Hanssen 

et al. 1997]. For S0»S50,0, S1 approximates the maximum capacity 

set by the amount of cycling items available S1+S2, becoming 

independent of S0. For S0«(k1/k0)β, the equation collapses to a 

power function S1 = S0
1/β∙(S1+S2)/(k1/k0) = S0

1/β/K, exceeding 

S1+S2 at S0 = (k1/k0)β. 

Hyperbolic loops have (sub)linear feedback. In chemistry, 

this module is known as the Langmuir type of sorption with 

the dissolved phase S0 and the occupied S1 or free receptor 

S2 [Langmuir 1921]. In biochemistry, handling of substrates by 

proteins is referred to as Michaelis-Menten kinetics [Michaelis and 

Menten 1913]. Examples include enzyme-controlled reactions such 

as photosynthesis and respiration as well as carrier- or 

channel-mediated transport in cell membranes [Stryer 1981]. In 

microbiology, the module is known as the Monod equation. In 

ecology, the Holling type II represents function response of 

consumption limited by handling or digestion of similar prey 

items [Holling 1959, Real 1977]. 

Sigmoid loops have super-linear feedback. In biochemistry, 

the sigmoid appears as Hill kinetics [Hill 1910]. In ecology, it is 

referred to as Holling type III functional response (1/β=2) 

reflecting consumption of different prey that require time for 

recognition. 

Power loops have (sub)linear feedback without 

saturation. Extending the S1 = S0
1/β/K approximation yields 

the Freundlich kinetics [Freundlich 1907] for heterogeneous ad- and 

Table 23. Two-compartments loops. 
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absorbates with pockets that are successively less (1/β<1) or 

equally (1/β=1) easily occupied. Numerical simulations show 

that the Freundlich slope equals half the Hill slope in the 

interval 0.05<S1/(S1+S2)<0.95 (r2 = 0.91). In chemistry, one 

distinguishes between sorption to homogenous (Langmuir) 

and heterogeneous (Freundlich) materials. In in vitro 

biochemistry, conversion by identical enzymes typically fits to 

Michaelis-Menten kinetics but successive in vivo 

transformation by different enzymes taking over when the 

previous saturates may better fit to the Freundlich module. 

 

4.4 Series 

4.4.1 Two-compartments series 

Two-compartment series have a flow from first to the 

second compartment. As discussed in the previous sections, 

 flows through abiotic and biotic systems are often 

simulated by modules with one homogenous compartment. In 

some cases, however, heterogeneity within those systems 

forces one to regard energy or materials as running through 

two or more compartments in a series. For instance, water 

may be considered to flow through an upstream and a 

downstream section of a river or through an upper and lower 

soil layer. Populations may be subdivided in egg, juvenile and 

adult stages. Ecosystems and economic systems may be 

considered to consist of producers and consumers. Here, we 

define a series as a connection of two or more compartments, 

each linked only to a preceding and a following compartment 

respectively. The compartments themselves may consist of 

tanks without and loops with feedbacks, respectively [Table 24]. 

Two tank series have no feedback. The series with two 

tanks has a constant inflow and an exponential outflow [Table 24a]. 

Non-trivial equilibrium points are found at 

Equation 28. 

Ŝ1 = 
k0

k1
, Ŝ2 = 

p
2
-k0

k2
 

The original matrix and the Jacobean after linearization by 

Taylor are equal and have a trace and determinant of 

Equation 29. 

tra [
d(dŜi/dt)

dŜi
]  = -(k1+k2), det [

d(dŜi/dt)

dŜi
]  = k1·k2 

The corresponding eigenvalues are 

Equation 30. 

Table 24. Two-compartment series. 
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b. two exponential loop series 
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d. two logistic loop series with limited inflow 
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λ1,2 = -k1, -k2 

For non-trivial parameter values (ki>0, 0<pi<1), the trace is 

negative. The eigenvalues are real and negative, so that the 

compartments proceed to equilibrium without oscillating. The 

set can be analytically solved to 

Equation 31. 

S1(t) = (
k0

k1
+ (S1(0)-

k0

k1
) ⋅e-k1⋅t)

S2(t) = 
p
2
⋅k0

k2
+
p
2
⋅k1

k2-k1
⋅ (S1(0)-

k0

k1
) ⋅e-k1⋅t+

                                        (S2(0)-
p
2
⋅k0

k2
-
p
2
⋅k1

k2-k1
⋅ (S1(0)-

k0

k1
) ⋅) e-k2⋅t

 

Two tank series with constant input. The model may be 

applied to simulate a constant inflow into S1 that is partly 

removed (1-p2)·k2 from the system and partly passed on to the 

next compartment S2. Examples include continuous emissions 

of nutrients on land S1 followed by leaching to water S2 or 

steady uptake of toxicants by organisms into their blood S1 

and subsequent distribution to the rest of the body S2. 

Two tank series with singular input. By setting k0 to 0, one 

can also model singular input, like a pesticide spray or 

chemical spill on land S1 leaching into a ditch S2 with 

subsequent uptake by fish or a single dose of a drug into the 

gut S1 followed by transfer to blood S2. The concentration on 

land or in the gut decreases exponentially, leading to a peak 

in the fish or the blood. 

Figure 22. Exponential decrease in a one or two compartment system. 

1 2 

  

Two tank series with no input. To distinguish between one [Table 

21a] and two [Table 24a] compartment systems, one may study the 

total amount after switching off input (k0=0) at th, reducing 

Equation 31 to 

Equation 32. 

S1(t)+S2(t)

S1(th)+S2(th)
 = K⋅e-k1⋅t+(1-K)⋅e-k2⋅t = K⋅(e-k1⋅t-e-k2⋅t)+e-k2⋅t

                     with K = (1+
p
2
⋅k1

k2-k1
) ⋅

S1(th)

S1(th)+S2(th)

 

Plotted on a logarithmic scale, the number of compartments 

equals the number of slopes dlog(S)/dt observed, i.e. one (k1) 

or two (k1, k2) [Figure 22]. One slope indicates that the system is 

dominated by an overall process while two slopes imply a fast 

and slow phase. 

Two exponential loop series have linear in- and outflow. 

The exponential loops series [Table 24b] has equilibrium points at 

Equation 33. 

Ŝ1 = 
k2

p
2
·k1

, Ŝ2 = 
k0

k1
 

The corresponding Jacobean matrix has a trace and 

determinant of 

Equation 34. 

tra [
d(dŜi/dt)

dŜi
]  = 0, det [

d(dŜi/dt)

dŜi
]  = k0·k2 

with eigenvalues of 

Equation 35. 

λ1,2 = ±√-k0·k2 

With a trace of 0 and complex eigenvalues, the module goes 

to a stable limit cycle in the neighbourhood of the equilibrium 

points [Figure 21]. 

The system is known as the Lotka-Volterra equation in 

ecology reflecting a first order Taylor approximation of more 

complex interactions [Lotka 1925, 1956, Volterra 1926]. As the model is 

instable for most parameters values, application is limited to 

simple laboratory or field ecosystems [May 1974, Odum 1983]. Yet, 

because of its simplicity, it nicely illustrates interaction of 

plants and nutrients or animals and food. 

Two logistic loop series have linear in- and quadratic 

outflow. Adding more realism to the interaction requires a 

quadratic outflow and yields the two-compartment series with 

a logistic loop [Table 24c] characterized by equilibrium points at 

Equation 36. 

Ŝ1 = 
k2

p
2
·k1

, Ŝ2 = 
k0

k1
-
k12·k2

p
2
·k1
2

 

and a trace and determinant of the Jacobean matrix that equal 

Equation 37. 

tra [
d(dŜi/dt)

dŜi
]= -

k12⋅k2
p
2
⋅k1

, det [
d(dŜi/dt)

dŜi
]=k0⋅k2-

k12⋅k2
p
2
⋅k1

=k0⋅k2-tra 

and eigenvalues of 

Equation 38. 

λ
2
+
k12·k2

p
2
·k1

·λ+k0·k2-
k12·k2

2

p
2
·k1

 = 0 

Non-trivial coefficients and fractions (ki>0, 0<pi<1) produce a 

negative trace, indicating that local equilibria exist [left quadrants in 

Figure 21]. To allow for a positive equilibrium of S2, k0 /k1 has to be 

larger than k12∙k2/(p2∙k1
2). This -in turn- implies that the 

determinant is positive. Thus, if locally stable equilibria exist, 

S1 and S2 move to it, with or without oscillations. Positive 

equilibria that are unstable in one or any direction do not exist. 

If self-limitation of S1 is weak (k12→0), the system behaves as 

the exponential variant mentioned above. So far, we 

considered inflow into S2 to be linear proportional to S1. To 

further increase the realism of this module, one may replace 
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the pathway between S1 and S2 by a loop that limits inflow to 

a maximum according to [Table 24d] 

Equation 39. 

Ŝ1 = 
k2⋅S50,1
p
2
⋅k1-k2

, Ŝ2 = 
p
2
⋅S50,1

p
2
⋅k1-k2

⋅ (k0-
k12⋅k2⋅S50,1
p
2
⋅k1-k2

) 

and 

Equation 40. 

tra [
d(dŜi/dt)

dŜi
]  = 

k2

p
2
⋅k1

⋅ (k0-
k12⋅S50,1⋅(p2⋅k1+k2)

p
2
⋅k1-k2

)

det [
d(dŜi/dt)

dŜi
]  = 

k2

p
2
⋅k1

⋅(k0(p2⋅k1-k2)-k12⋅k2⋅S50,1)

 

Here, k1 represents the maximum rate for flow of S1 to S2 

whereas S50,1 reflects the number at half this rate. It can be 

shown that positive equilibrium points correspond to positive 

determinants [upper half of Figure 21]. The equilibria are stable or 

unstable in any direction, depending on the trace of the 

Jacobean matrix. For all two-compartment series, the 

oscillation period of the system is determined by the imaginary 

part of the eigenvalues as 

Equation 41. 

τ = 
2π

1
2

√tra2[kij]-4⋅det[kij]

 

 

4.4.2 Multi-compartments series 

Multi-compartment series have a flow from one 

compartment to the next. The elementary features of multi-

compartment series can be simulated by aggregating them 

into two-compartment modules [Section 4.4.1]. If more realism is 

required, more compartments may be added. Rivers may be 

split into several sections and soils may be considered to 

consist of multiple layers. Individuals in a population may be 

distributed over several life stages or age classes. Ecologists 

distinguish between producers (1), herbi-detritivores (2), 

primary carnivores (3), secondary carnivores, with each 

trophic level also delivering to parasites, pathogens and 

reducers. Major economic sectors include mining and farming 

(primary), industry (secondary), trade and services (tertiary), 

governments (quaternary) and households. In principle, these 

models run without feedbacks. In some cases, however, the 

initial compartment is replenished by feedbacks from several 

of the subsequent compartments. For instance, the upper 

section of a river may be considered fed by evaporation from 

downstream river sections, lakes and seas. Likewise, eggs 

may be delivered by adults from several age classes. Plants 

are fed by nutrients excreted from (decaying), bacteria, fungi, 

plants and animals. Both types of series can be described by 

concatenating compartments in a way that each compartment 

is fed by the preceding one according to ki-1,i∙Si-1 and supplies 

the next one by ki,i+1∙Si. Where applicable, each compartment 

also has a pathway to the first compartment. 

Figure 23. Multi-compartment series. 

 S0 … … ki-1,i 
Si 

ki,0 
ki,i+1 kn-1,n 

Si 

kn,0 
kn,n+1 k0,1 

S1 

k1,0 

k1,2 

 

Such multi-compartments series can be described by a set of 

linear differential equations 

Equation 42. 

[
 
 
 
 
 
dS0/dt

dS1/dt

...

dSi/dt

...

dSn/dt]
 
 
 
 
 

=

[
 
 
 
 
 
 
-k0,1 ... 0 ... 0

k0,1 -k1,2-k1,0 0 0 0

0 ... 0 ... 0

... -ki-1,i -ki,i+1-ki,0 0 ...

0 ... 0 ... 0
0 ... 0 -kn-1,n -kn,n+1-kn,0]

 
 
 
 
 
 

⋅

[
 
 
 
 
 
S0
S1
...

Si
...

Sn]
 
 
 
 
 

                 = [ki,j]⋅[Si]

 

In case of discrete events, it is more convenient to express 

Equation 42 as a difference equation. The number or mass in 

class Si+1(t+Δt) is calculated as the fraction of the preceding 

class Si(t) before the last time step Δt as 

Equation 43. 

[
 
 
 
 
 
S0(t+Δt)

S1(t+Δt)
...

Si(t+Δt)
...

Sn(t+Δt)]
 
 
 
 
 

=

[
 
 
 
 
 
 
k0,1 ... k0,i ... k0,n
k0,1 0 0 0 0

0 ... 0 ... 0

... 0 ki,i 0 ...

0 ... 0 ... 0

0 ... 0 ... kn,n]
 
 
 
 
 
 

⋅

[
 
 
 
 
 
S0(t)

S1(t)
...

Si(t)
...

Sn(t)]
 
 
 
 
 

=[ki,j]⋅[Si(t)] 

Without feedbacks to first compartment. In chemistry and 

hydrology, these models are applied without the feedbacks to 

the first compartment (k0,i=0). Instead, emission and 

precipitation into the systems is often considered constant. 

With feedbacks to first compartment. In biology, this series 

is used to simulate the dynamics of populations with different 

age classes a [Leslie 1945]. Each compartment represents an age 

class also called cohort, of the same width, e.g. 0-1 year, 1-2 

year etc. The coefficients of the first row k0,i are the number of 

offspring per living female born in the interval Δt, traditionally 

denoted as m(a). The parameters along the diagonal now 

represent the fraction of females of class i that is alive in i+1, 

in ecological literature referred to as l(a). The lifetime fecundity 

representing the total number of offspring per female R0 

equals ∞0Σl(a)·m(a). The generation time τ is defined as ∞0Σ 

a·l(a)·m(a) / R0. Cohorts can also be aggregated to form life-

stages, e.g., non-growing eggs, growing juveniles and 

reproducing adults. Conceptually similar series can be 

distinguished in human demography and technological 

progress. For instance, young persons are educated to 

become experienced employees that ultimately retire. 

Prototypes turn into complete machines that become 

depreciated. Pioneer vegetations develop into climax 

communities, while civilizations rise and fall. 



 

4.5 Parallels 

Parallels have a joint pathway. Modules are called parallel if 

they are more or less similar and share a common source or 

sink. The type of interaction may be indifferent, competitive 

or cooperative and may vary over time. Competition and 

cooperation may refer to interaction within a group or between 

groups. Ions of the same element may compete with each 

other (intra-metal) or with ions of other metals (inter-metal) for 

the same sorption site. Likewise, individuals of the same 

species may either defend each other (intra-species 

cooperation) or fight for the same food (intra-species 

competition). Two or more compartments growing parallel on 

a common but unlimited source increase as if they were 

indifferent, that is fed by separate sources. Two logistic loops 

on a common source or sink compete or cooperate depending 

on the sign of the interaction term. If competition within each 

compartment outweighs interaction between compartments, 

equilibria occur. In the opposite case, one compartment drives 

the other to zero, depending on the initial conditions if they 

compete for the same niche. In ecology, efficient exploitation 

of resources by one species may drive the other to extinction. 

In economy, one firm may drive the other to go bankrupt. In 

polemology, rivalling countries may get into war because of 

mutual perception of wealth or military expenditures [Odum 1983, De 

Vries 1989]. As loops and series are used far more frequently than 

parallel elements to simulate systems, empirical underpinning 

of competition and cooperation is too scarce to elaborate on in 

the present book. 

 

4.6 Webs 

Webs have loop, serial and parallel pathways. A web is 

defined as a set of compartments and connections consisting 

of several loops, series or parallels and can mathematically be 

described as 

Equation 44. 

[
 
 
 
 
dS1/dt

...

dSi/dt

...

dSn/dt]
 
 
 
 

=

[
 
 
 
 
k11·S1+…+k1n·Sn 

…

…+kij·Si+…

…

kn1·S1+…+knn·Sn ]
 
 
 
 

=

[
 
 
 
 
 
k11 … k1n

…

kij 0

… 0

kn1 … kn,n]
 
 
 
 
 

⋅

[
 
 
 
 
S1
...

Si
...

Sn]
 
 
 
 

                

=[ki,j]⋅[Si] 

Linearization by Taylor approximation yields the Jacobean 

matrix 

Equation 45. 

[
 
 
 
 
d(S1-Ŝ1)

dt
...

d(Sn-Ŝn)

dt ]
 
 
 
 

=

[
 
 
 
 
 
d(S1-Ŝ1)/dt

dS1
...

d(S1-Ŝ1)/dt

dSn
... ...

d(Sn-Ŝn)/dt

dS1
...

d(Sn-Ŝn)/dt

dSn ]
 
 
 
 
 

⋅ [
S1-Ŝ1
...

Sn-Ŝn

] 

The matrix [(d(Si-Ŝi)/dt)/dSj] reflects the impact of 

compartment j upon i near equilibrium [Levins 1968, May 1974]. The 

actual values of the coefficients [kij] are often hard to obtain 

but qualitative information about the type of the interaction and 

thus the sign of the coefficient may be available [Table 25]. 

Table 25. Interaction matrix elements kij. 

kji kij 

 - 0 + 

- competition amensalism consumption1 

0 amensalism indifference commensalisms 

+ consumption1 commensalism cooperation 

1including cannibalism 

With this knowledge, the behaviour of the system can be 

judged qualitatively from the criteria for stability in webs [May 1973, 

Cohen et al. 1990]. The criteria reflect the condition that closed 

positive feedback loops with 1, 2 or more compartments cause 

instability [Table 26]. This is due to unlimited increase whereas 

direct competition leads to extinction of some compartments. 

Positive feedbacks within one compartment are avoided 

because of condition 1. Increase of at least one compartment 

is limited by itself according to condition 2 [cf. Jeffries 1974]. 

Table 26. Stability conditions for nn webs [May 1974, Jeffreys 1975, Pimm 1982]. 

 conceptual mathematical 

1 no positive feedback of any 
compartment 

kii≤0 (all i) 

2 negative feedback of ≥1 
compartment on their owna 

kii<0 (more than 1 i) 

3 no positive feedbacks between 2 
compartments 

kij∙kji≤0 (all i≠j) 

4 no closed feedback between 3 or 
more successive compartments 

kij∙kjk∙…∙kqr∙kri = 0 (any i,j,k 
sequence) 

5 no compartment undetermined det (kij) ≠ 0 

adepending on position of the compartment in the web [cf. Jeffries 1974]. 

Feedbacks determine stability. Cooperation and competition 

that leads to unlimited increase and extinction are excluded by 

criterion 3. It also reflects the stability of serial pairs with 

coefficients +-, +0 and 0- and the instability of the parallel 

interactions like ++ and --. Condition 4 prevents closed 

feedback loops of three and more storages in the sequence 

from i to others and back to i [May 1974]. As a consequence, 

compartments from lower levels have no input from higher 

levels, with exception of the first level. Data to obtain 

coefficients kij are often difficult to obtain. Consequently, such 

models have been applied to a few ecological, economical 

and sociological webs, in a descriptive nature only. As an 

alternative, the behaviour of such networks may be studied by 

simulating one or two dominant modules [Section 4.2-4.5]. In addition, 

overall web characteristics like total flow and storage may also 

be obtained from overarching principles, in particular scaling 

[Section 5.3]. 

 



5 PRINCIPLES 

We can only identify exceptions after rules have been formulated. 

 

Default values for parameters are obtained by relating rate, time, density and other quantities to size, temperature and 

other attributes following overarching principles. Of the 1000+ substances, sites, species and constructs that are of concern 

[Chapter 1], only a fraction can be investigated empirically [Chapter 2] but a few diagrams, equations and modules already allow us to 

simulate many systems [Chapter 3-4]. Yet, the parameters in these models vary substantially between systems so that measuring them 

would still involve many empirical studies. Fortunately, overarching principles allows one to obtain default or underpinned 

values by relating parameters to a few well-known attributes, such as physical-chemical properties, hydrogeological characteristics, 

biological traits and technological features [Section 5.1]. Turnover in systems is primarily determined by their fundamental attributes, in 

particular, dimension (1…3D), state (gaseous, liquid, solid), size (small…large), shape (compact…elongated) and temperature 

[Section 5.2]. Physical motion of air, water, minerals, organics, sap, blood, goods, inhabitants and what not can be regarded as a flux 

along a one-dimensional gradient or as a flow through a multi-dimensional configuration [Section 5.3]. Rate, time and density 

parameters of systems as diverse as lakes, organisms and cities scale to size according to power functions with exponents that are 

multitudes of 1/D (geometric), 1/D+1 (allometric) and 1/3D (decentralised). Turnover is also determined by chemical interactions, 

characterised by rates and ratios [Section 5.4]. 

 

5.1 Introduction 

From empirically measured to statistically estimated 

parameters. Values for parameters in models vary 

substantially between systems. Yet, how can one obtain the 

discharge of a distant river, the food consumption of a shy 

species or the fuel use of a poor city if this has not and will 

never be measured empirically? In case of the consumption 

rate, you probably would take the daily food intake of a well-

investigated species of about the same size, right? We can 

increase the accuracy of such an estimate by deriving a 

relationship between the consumption rate and animal mass 

using data on many species. So, what do you expect, would a 

104 kg elephant to eat 104 times more than a 1 kg rabbit per 

day? Or less, or more? On being asked, most people 

intuitively come up with the right answer. Indeed, daily 

consumption by the giant is less than 104 times that of the 

rodent. Consequently, the amount of food or water used per 

kilogram of body weight by the elephant is less than that by 

the rabbit. But how much less? Empirical regressions based 

on data for a few mammals indicate that consumption rate 

constants [kg·kg-1·d-1] decrease with mass following a slope 

of -⅓ to -¼. Thus, one can approximate ingestion by one 

species from that by another by simply accounting for size [Figure 

24]. 

From statistically estimated to theoretically derived 

parameters. Often, these relationships are obtained as 

statistical regressions without paying too much attention to the 

function chosen and to the slopes and intercepts derived. Yet, 

if we are to infer values for other systems than the observed 

cases, we better understand the principles underlying all 

systems. Explanations usually follow observations of systems. 

Initially, biology focused on testing easily available warm-

blooded animals, yielding slopes towards -1/3 that can be 

attributed to geometry, for instance, area-volume related heat 

production and loss. Yet, the pervasive exponent of -1/4 in 

coldblooded species drove biologists to other explanations 

[Kleiber et al. 1961, Anderson and Holford 2008, Section 5.3]. At the turn of the 

century a series of papers partly based on analogies from 

hydrology postulated transport restrictions to cause -1/4 scaling 

[Banavar et al. 1999, West et al. 1999]. Yet, another new set of observations, 

now on in vitro rather than in vivo metabolism, was needed 

to confirm theory. While in vivo rate constants of unicellular 

and multicellular organisms decrease with mass m to the 

power of about -¼ to -⅓, in vitro nutrient consumption of 

multicellular organisms appears size-invariant, thus with 

exponents of 0, suggesting that internal transport may indeed 

be limiting [Figure 63, Glazier 2014]. Respiration, production and other 

rates scale in the same way, while similar but opposite slopes 



have been noted for, e.g., lifespan and population mass 

density. Intercepts can also be mechanistically understood. 

For instance, energy use by cold-blooded and warm-blooded 

species differs a factor of qT ≈ 10, explained temperature T 

and energy E [Figure 24]. So, biological rates from enzyme 

catalysis to biome turnover depend on size, temperature and 

other attributes in the same way. Yet, gradually it becomes 

apparent that similar scaling relationships apply to 

hydrological, technological, socio-economic and other 

systems, pointing to fundamental laws beyond biology. Such 

relationships can provide us, on the one hand, fascinating 

insight in the nature of systems and, on the other, 

transdisciplinary parameters as a function of size, temperature 

and other characteristics.. 

Figure 24. Rate constants for in vitro and in vivo energy use 

[kgkg-1d-1] by cold-blooded and warm-blooded organisms versus 
mass m [kg] and temperature T [°C] representing measurements 
(dots,=human), statistical regressions (solid lines) and mechanistic 
interpretations (dashed lines). 

 

From ad hoc and stand-alone statistical regressions for a 

few elementary and monodisciplinary quantities …. 

Scaling often involves ad hoc and stand-alone statistical 

functions for quantities considered elementary for 

understanding, like water discharge in hydrology, oxygen 

respiration in biology and production in socioeconomics. 

Empirical evidence on size dependence of supplementary 

variables expected to scale in parallel to these focal 

quantities, such as sediment discharge [Syvitski et al. 2003], food 

consumption [Peters 1983] or fuel use [Bettencourt et al. 2007], respectively, 

has received less attention. Consistency of scaling slopes and 

intercepts for inverse quantities, such as rate [d-1] vs. time [d] 

constants and density [km-2] vs. area [km2] has sporadically 

been checked. Such opposite size dependence may be 

expected for, e.g., energy use vs. lifespan of organisms [e.g., 

Charnov 2001, Brown et al. 2004, Hendriks 2007] and engines, as well as for basin 

area vs. density of lakes and cities. So far, most studies on 

scaling are mono-disciplinary, with exception of comparisons 

between rivers and organisms [e.g., Banavar et al. 1999, West et al. 1999, Garlaschelli 

et al. 2003, Dodds 2010, Shi et al. 2014] and between equipment and organisms 

[Marden and Allen 2008, Marden 2005, Caduff et al. 2011]. Obviously, ad-hoc stand-

alone relationships underpinned by scarce data, within a 

specific domain only, are prone to inconsistencies, reducing 

accuracy of subsequent application in parameterisation of 

models. 

.… to lasting and consistent mechanistic equations for 

many cross-disciplinary quantities. In this book, we 

integrate mechanistic equations derived from theory to 

statistical regressions of independent data in a consistent 

suite of relationships. In addition to a few quantities commonly 

considered elementary for the discipline involved, we also 

cover many supplementary quantities. The suite is "ab initio" 

based on natural laws with a minimum of additional 

assumptions. As the approach is extended to other systems 

that may not obey these rules as accurately as observed in 

(molecular) physics and chemistry, we label the principles as 

"cross-disciplinary" or "overarching" rather than "first". With 

the suite, one can estimate quantities as a function of size, 

temperature and other attributes for 1) discovery of 

fundamental principles. 2) identification of outliers in 

measurements or exceptions to rules, 3) parameterisation of 

assessment models if no data are available. 

Objectives. In the present chapter, we aim to recognise 

principles to obtain default (=baseline) or underpinned 

values for parameters when data are missing or poor, 

respectively. To that end, we relate well-known attributes of 

systems such as size, shape and temperature [Section 5.2] to 

physical motion [Section 5.3] and chemical interaction [Section 5.4]. 

 

5.2 Fundamental attributes 

Systems in the geo-, bio- and technosphere are similar. 

To facilitate parameterisation of models, we need to identify 

differences and similarities between systems. Early 

philosophers already classified the world into dead things 

("est"), living ("vivit") and human ("intelligit") objects [Plato-347, 

Aristotle -350], analogously to what we nowadays call geo-, bio- and 

technosphere, respectively [Table 27]. The geosphere is built from 

solid particles surrounded by pores filled with fluid air or 

water. Of the many structures formed, we will focus on 

basins, consisting of a catchment draining to a water body 

such as a lake or river. In a basin, water enters by 

precipitation, runs off via surface channels and subsurface 

cracks and leaves by evaporation. Likewise, the biosphere is 

made of cells with immobile organelles embedded in fluid 

cytoplasm, encapsulated by membranes. We will particularly 

address the levels from organisms to communities. In 

organisms, sap and blood flows through vessels connecting 

roots to leaves and guts and lungs to muscles. In 

communities, tissue (i.e., biomass) is passed on from plants 

to animals along food chains. Likewise, we might consider 

room and equipment as principal constructs of the 
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technosphere, with pipes, wires, roads and canals 

transporting energy, goods and information between and 

within cities and states. Analogously, to the concept of 

catchment by physical geographers, ecologists define home 

and geographic ranges as the areas from which individuals 

and species take nutrients, respectively. In human geography, 

catchment (or "hinterland") correspondingly refers to the rural 

surroundings of cities where urban companies and 

municipalities obtain fuel and materials from. The consumed 

nutrients, fuel and materials are respired and combusted to 

produce new tissue and goods. Over time, unicellular bacteria 

evolved into multicellular trees with sap and whales with blood 

vessels, just as single room huts ultimately turned into multi-

story skyscrapers. 

Table 27. Storages and flows across spheres as described in the 
present and quantified in the upcoming chapters. 

 geosphere biosphere technosphere 

 geo-hydrology biology technology 

est vivit-sensit intelligit 

air, water, mineral plant, animal material 

structure organism construct 

 

storage 
         

  

- micro particle & pore cell room & equipment 

- …  organism  

- macro basin community city-state 

flow    

- fluid water, air sap, blood, tissue energy, good, info 

- path crack, channel vessel, chain pipe, wire, road … 

- region catchment range catchment 

in→out precipitation → 
evaporation 

consumption → production → 
respiration & combustion 

    

Dimension varies between 1 and ∞. Turnover in systems is 

mainly determined by their dimension, state, size and shape. 

Just as noted for models, systems may scale in one (1D), two 

(2D), three (3D) or infinitive (∞D) dimensions [Section 2.4.2]. For 

instance, winds blow along the earth in a straight line (1D), 

runoff converges along river tributaries in a basin (2D), blood 

delivers oxygen in a body (3D) and tissue (biomass) is 

transferred between trophic levels towards the top of a food 

web (∞D). In addition to these integers, values may be 

fractal. To cover elaboration (bending, folding) or elongation 

of systems, dimension may be defined as the log of the 

number of self-similar objects divided by the log of the 

magnification. So in geometrics, doubling the length of a small 

line, square and cube yields a large shape encompassing 2, 4 

and 8 pieces of the original in a 2log(2…4…8) = 

log(2…4….8)/log(2) = 1…2….3 dimensional space. Yet, river 

length typically scales to catchment area A as L ~ A0.6 rather 

than A1/2, indicating that meandering allows a fractal 

dimension D of 2·0.6 = 1.2 rather than the value of 2·1/2 = 1 

expected from geometry [Figure 25]. Likewise, folding allows 

surface area A of organs to increase with body volume V as A 

~ V3/4 rather than V2/3, corresponding to a dimension of D = 

3·3/4 = 21/4 instead of 3·2/3= 2 [Figure 27]. 

Density and concentration. Density describes an amount 

present in a space with a specific dimension LD. Density is 

called linear […∙m-1] if along a line L=L1, areal […∙m-2] if over 

an area A=L2 and volumetric […∙m-3] if in a volume. The 

amount itself is usually expressed as a number, area, volume 

or mass, corresponding to the number N/LD [m-D], area A/LD 

[m2∙m-D], volume V/LD [(d)m3∙m-D] or m/LD mass [kg∙m-D] 

density. While we need all kinds of densities to understand all 

systems, some types occur more frequently than others. In 

physics and chemistry, volumetric mass density m/V [kg∙dm-3] 

refers to the packing of molecules in space [Table 28]. For the 

chemical section, we will use concentrations C describing 

the number [mol·dm-3] or mass [kg·dm-3] of a substance in a 

medium. In ecological chapters, N may reflect the population 

size, i.e., the number of individuals [-], as well as the 

population density, i.e., the number of individuals in an area 

[m-2]. The volume or mass density of lakes or organisms in a 

region can then by expressed as VN [dm3·m-2] or mN [kg·m-2]. 

State driven by molecular interactions. Residence time 

generally increases with viscosity in the sequence of gaseous, 

liquid and solid. Systems in the atmosphere and hydrosphere 

are built from gases and liquids kept together by weak inter-

molecular interactions, such as Van de Waals forces and 

hydrogen bonds [Section 5.4]. Mixing in air and water is intense, 

yielding relatively homogenous compartments with rapid 

turnover and short residence [Table 28]. By contrast, minerals are 

held together by strong intra-molecular forces, such as 

covalent and ionic bonds. As a result, soil and sediment cycles 

are about three orders of magnitude slower than the water 

flows that carry them, generating increased heterogeneity in 

the lithosphere [Figure 44]. Organisms take an intermediate 

position containing liquid constituents, such as water and 

lipids, but also contains rigid parts, like proteins and salts. 

central

peripheral



Table 28. Physical-chemical characteristics of the earth’s spheres. 

sphere unit atmo- hydro- litho- bio- 

compartment  air water mineral organic 

substances (main) N2, O2 H2O
 SiO2 CH2O 

air pav vol.% 100 0.4 25 - 

water pwv vol.% a<10-6 99.6 25 85 

mineral pmv vol.% - 0.01 45 - 

organic pov vol.% -  5 15 

density m/V kgdm-3 1.2∙10-3 1 5.5 1 

viscosity μ kgm-1s-1 210-5 110-3 1…>1016 b810-2 

length L m 1000  0.2  

velocity v m·s-1 101 c10-6…0 …10-13  

acloud, bolive oil, csurface and groundwater [Whittaker 1975, McIntosh and Thom 1981, Del 

Vento and Dachs 2001, Odum 1996, Hendriks et al. 2010]. 

Size explains most variability. Flows of energy, air, water, 

minerals, organics and goods can be distributed over many 

small or a few large storages. Water is collected by lakes, 

sunlight is assimilated by plants and fuel is spent on vehicles. 

Understanding scaling allows one to extrapolate information 

from a small to a large system, e.g., from atoms to 

macromolecules, from ponds to oceans, from bacteria to 

whales and from villages to cities or vice versa. In fact, most 

variability (r2>0.5) in parameters is often explained by size. 

Even more, scaling allows one to discover similarities across 

systems that look very different at first sight, when comparing, 

e.g., river, vascular and road networks. Size may be 

characterised by length L, area A, volume V and related 

quantities. Length L [m] in the broad sense can refer to any 

distance characteristic in the object such as height, width and 

depth. Area [m2] may refer to the surface of the whole object 

or a specific region accessible for interaction. To allow for 

comparison across systems, size is preferably expressed as a 

volume V [(d)m3]. Yet, size of irregular shapes such as 

molecules and organisms can be more conveniently 

expressed as mass m [kg]. Since mass and volume often 

scale proportionally m ~ V, we will regard them as 

interchangeably but select the option preferred by the 

discipline involved [Table 28]. Many objects grow by increasing the 

number rather the size of the constituents, as noted for atoms 

in molecules, molecules in lakes, cells in organisms, rooms in 

buildings and inhabitants in a city [Savage et al. 2007, 2010]. Such 

countable quantities can be converted to volume by 

multiplying the number N with the average volume of the 

constituents. For instance, the number of inhabitants in a city 

may be converted to total human mass or building volume, 

assuming global averages of 60 kg or 105 dm3 per person. 

Shape ranges from geometric to allometric. Next to state, 

shape is important. Shape is characterised by relationships 

between length L, area A and volume V, as described for 

idealised shapes such as cones, spheres and cylinders [Section 

3.6]. If size changes to the same extent in all directions when 

objects become smaller or larger, objects are said to be 

isomorphic (G: "same form") and scaling is geometric (G: 

“land measure”). A sphere or cell with a radius of L, for 

instance, has a surface A = 4π·L2 and volume V = ⁴∕³π·L
3 so 

that A ~ V⅔. If a measure of length, area or volume is linearly 

proportional to another, size dependence is isometric (G: 

“equal measure”). For instance, the area of lungs A increases 

twofold if the organism volume V doubles A ~ V. Allometric 

(G: “other measure”) scaling in the strict sense refers to any 

relationship that is not geometric or isometric. Yet, we mainly 

use it for a specific kind where A ~ V¾ as noted, e.g., for many 

other organs. 

Figure 25. Length L [m] versus area A [m2] in OLS regressions (solid) 
and model shapes (dashed) [c.xls > PoS/WP1-2 et al. 20xx]. 

 

Length versus area. Theoretically, lengths Lb such as 

diameters, perimeters, depths, heights and widths are 

geometrically related to (individual) body area A and radius r 

as Lb ~ Lb/r∙(A/π)½ [Section 3.6], with exponents deviating due to, 

e.g, stretching (<1/2) and folding or meandering (>1/2). 

Empirically, main channel lengths scaled close to the root of 

river and catchment area Lb ~ Ab
0.54±0.06 just as perimeters of 

clouds and countries. Yet, exponents for depth and height 

were below 1/2 for water Lb ~ Ab
0.14±0.17 and cities Lb ~ Ab

0.35 

[Figure 25]. Coefficients vary 0.005…50 from disc-like cones 

(L/r≈100/1) for lake depth, mountain elevation and city height 

versus area, (L/r≈1) for channel length versus catchment area 

(L/r≈1/100) for river length-area. The collective length of 

whole networks Lc scales over area A as Lc ~ 0∫A Lb
1 dA ~ 

[Lb
1+1]0A ~ A, implying that each region requires the same 

length for transport of fluids. Indeed, total stream length in 

catchments, total channel length in marshes and total road 

length in cities and countries increased with area as Lc ~ 

A0.87±0.41 [Figure 25]. Even the intercepts are similar, suggesting 

that “draining” of water from land and people from cities 

requires the same density of transport pathways. Yet, total 

road length in countries scaled as Lc ~ A0.78 [Zhang and Yu 2010]. 

Differences between exponents log(L)/log(A) for cities (<1) 

and countries (>1) can be attributed to populations becoming 

denser and sparser, respectively. Multiplying width by total 

length implies fluid area Af to theoretically scale with total 

area A as Af ~ Lb∙Lc ~ A½∙A1 ~ A1½. Empirically, total upstream, 
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channel, river, estuary and road area indeed increased with 

catchment, marsh and city area as Af ~ A1.28…1.50. Space 

needed for storage As is anticipated to increase linearly with 

total area A as As ~ A as observed for lake, delta and marsh 

versus catchment As ~ A0.87±0.28 as well arable land versus 

country As ~ A1.1 [Zhang and Yu 2010]. 

Figure 26. Length L [m] versus volume V [dm3] in OLS regressions 
(solid) and model shapes (dashed) [c.xls > PoS/WP1-2 et al. 20xx]. 

 
  

Length versus volume. Averaging regressions for various 

objects, length L empirically increased with volume V as L ~ 

10-0.40±0.32∙V0.36±0.03 [Figure 26]. The confidence interval for the 

slope just encompasses the theoretical exponent of ⅓, 

expected from geometry [Section 3.6]. The coefficient theoretically 

equals 0.005…2 for cylinders with length-radius ratios L/r 

ranging from 1/100 (disc-like) to 100 (rod-like) [Section 3.6]. Atoms, 

molecules, particles, bacteria, algae and other small objects 

are typically compact [middle, Figure 26] but chain-like molecules and 

disc-like bacteria occur. Organisms and buildings range 

between spheres and rods [upper, Figure 26]. Lakes, seas and cities 

were represented by vertical cones with a depth- or height-

radius ratio L/r of 1/100, also reflecting the global landscape 

slope ΔH/ΔL [Hendriks et al. 2012]. Using the same relief, rivers can be 

approximated by horizontal half cones. 

Figure 27. Area A [m2] versus volume V [dm3] in OLS regressions 
(solid) and model shapes (dashed) [c.xls > PoS/WP1-2 et al. 20xx]. 

 

Area versus volume. Scaling of surface area A to volume 

across large intervals is theoretically expected to scale 

geometrically as A ~ V⅔. Yet, smaller and larger exponents 

can be achieved by changing shape in small size ranges. 

Elaboration (folding) and elongation allows for isometric 

scaling A ~ V1 and beyond if the minimum length of straight 

sections ("yardstick") is independent of the system size [Mandelbrot 

1975, Okie 2013]. Empirically, area scaled to volume as A ~ V0.77±0.04 

but differences between objects have been observed [Figure 27]. In 

a range of small inorganic to large biochemical molecules both 

total A ~ V0.82±0.20 and accessible Af ~ V0.55…0.75, area were 

related to volume [Figure 27, Todoroff et al. 2014]. Total surface area A of 

organisms increased geometrically with volume A ~ V0.67±0.04 

[Figure 27]. Yet, exchange areas Af of lakes, organisms and 

buildings passing light, air, water, sap and blood scale tended 

to scale allometrically rather geometrically. In lakes, water is 

collected from a vast catchment with area of A = 19∙V0.66 and 

evaporated over a lake surface of A = 0.08∙V0.72±0.07 [Hendriks et al. 

2012]. While direct measurements are lacking, combining 

various regressions suggest that rivers drain water from a 

catchment of A = 9.6∙104∙V0.77 to be put through a cross 

section of 9.0∙10-5∙V0.60 [c.xls]. In plants, water is collected by a 

wide area of roots A = 0.5·V0.73, transported through a narrow 

area of stem xylem area A = 0.0004·V0.76 and transpired via a 

large area of leaves A = 0.5·V0.70. In warm-blooded animals, 

oxygen and food are collected by lungs (A ~ V0.94±0.05) and gut 

(A ~ V0.95…0.97), passed on via the aorta (A ~ 0.00001·V0.75) 

and used in the skin (A ~ 0.1·V0.67). To achieve a single 

overall scaling factor of ⅔ or ¾ other components, such as 

membrane thickness, need to scale to size as well. Area-

volume exponents in constructs indicate allo-isometric 

tendencies too. Total floor area scaled isometrically to building 

volume. Depending on the definition of area, total city surface 

scales geometrically to volume, while exponents of areas of 

transport networks are also in the ¾ to 1 range. Coefficients 

for cylinders and cones theoretically cover 0.005…2 for base 

area and 0.14…0.64 for total area [Section 3.6]. Empirically, 

intercepts for plant and animal bodies fit to values expected 

from their L/r ratio, while those for exchange organs (e.g., 

leaves, roots, gills, lungs) are slightly higher. Coefficients for 

transport organs (e.g., xylem, aorta) represent indeed a 

fraction of the base area. 

Volume versus volume. Multiplying total network length with 

area yields a theoretical flow volume of Vf ~ V⁴∕
³. Such a super-

linear scaling may be feasible for minimal networks such as 

nerves. Yet, systems with vessels that occupy a substantial 

part would rapidly become composed of media such as sap 

and blood only. Hence, the volume of transport organs such 

as roots, intestines, lungs, heart and blood scaled linearly with 

organism size as Vf ~ V1.0 [Figure 69b]. Support organs like tree 

stems and animal skeletons increase slightly super-linearly 

with size, slopes for metabolic organ(elle)s, especially 

chloroplasts, leaves (≈0.8), brains (≈0.7), livers and kidneys 

(≈0.9) are sublinear. 
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Length versus area versus volume. While a comprehensive 

overview of cross-disciplinary length-area-volume 

relationships is lacking, anecdotal regressions provide a first 

impression. Objects spanning a wide range of sizes thus fit 

into a narrow range of shapes. Often, length, area and volume 

scale (near-)geometrically but allo-isometric tendencies are 

abundant. In these cases, disproportional increase in one or 

two directions apparently pays off, with larger objects being 

more folded, elongated and planarised than smaller 

equivalents. Shape (form) of structures, organisms and 

constructs is thus related to size, co-evolving with the scaling 

of flow and storage (function), as described in the upcoming 

sections. 

 

5.3 Physical motion 

5.3.1 Gradient and flux 

Gradients in one medium, section and dimension. Cycles 

of heat, air, water, minerals, organics and goods are driven by 

gradients ΔY/ΔL (L: "step"), viz. differences in factors ΔY 

acting through or along lengths ΔL [Figure 28]. Differences in 

pressure Δp push air along the earth and blood through 

vessels, differences in water level ΔH cause surface water 

and groundwater to run off diagonally and differences in 

temperature ΔT drive heat from warm to cold places. 

Molecules, particles, viruses, bacteria, algae, pollen, seeds 

and goods move through media like air, water, tissue and 

roads driven by differences in concentration ΔC or density ΔN. 

Consumption and production are also functions of gradients 

of, e.g., oxygen, glucose, biomass or materials but their 

amount is usually expressed as a single quantity rather than 

as an explicit difference. Transport is passive if no energy is 

spent, as observed for diffusion of substances over a 

membrane and for transpiration of sap in a plant. Alternatively, 

organisms may actively invest in creating gradients, e.g., by 

ion pumps in cell membranes and hearts in vascular systems. 

Figure 28. Flux φ depending on differences in pressure Δp (a.), height 
ΔH (b.,d.) and concentration ΔC (c.) in systems with gaseous (light 
blue), fluid (dark blue) and solid (yellow) components. 
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Flux driven by gradients and inhibited by resistances. The 

flow F [kg∙d-1] of matter and energy through a given surface 

area A [m2] is called the flux φ = F/A [kg·m-2·d-1]. While flows 

are typically be described by action nouns directly originating 

from verbs (L: "-io") as in irradiation, diffusion, production and 

emission, fluxes may be recognised as nouns derived from 

verbs via adjectives (L: -ivity, -ance) in, e.g., solar irradiance, 

substance emittance, river current and plant productivity 

[kg·m-2·d-1 ~ m·d-1]. Flux φ equals velocity v [m·d-1] in 

systems consisting of pure fluids like air streams, river 

channels and blood vessels. If fluids pass through porous 

media, velocity equals the flux divided by the fraction of the 

cross-sectional surface area available for transport, ranging 

from 0, e.g., in impermeable rocks to 1 in, e.g., overland 

channels. Fluxes are driven by gradients ΔY/ΔL with an 

exponent of ½ for turbulent (≈ open, fast) flows like lower 

winds or rivers and of 1 for laminar (≈ closed, slow) and 

laminar transport such as upper winds and groundwater [Table 29, 

Manning 1891]. The flux can be reduced by any kind of friction or 

delay encountered when moving through or along media, 

expressed by the specific resistance or resistivity R [d·m-1], 

representing the time it takes for energy or matter to travel 

through a medium of 1 m length. Resistivity may be constant 

or variable, as noted, for instance, for groundwater in a single 

soil type and river water depending on water level, 

respectively. Resistivity is usually expressed as its inverse, 

e.g., as conductivity 1/R [m·d-1] in hydraulics and as 

diffusivity D [m2·d-1] in chemistry [Table 29]. As parallel and serial 

resistivities can be conveniently added to arrive at overall flow 

rates in cross-disciplinary settings, we use resistances as 

anchor points for equations in this book. 
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Table 29. Flux φ [kg, J, m3 or mol · m-2·d-1] as a function of drivers with 
their units and laws. 

agent flux φ [m·d-1] driver unit law 

general 1

R
⋅ (
ΔY

ΔL
)

½...1

 
any ΔY - any 

heat 1

R
⋅
ΔT

ΔL
 

temperature ΔT °C Fourier 

air, water 1

R
⋅ (
Δp

ΔL
)

½...1

 
pressure Δp Pa Poiseuille 

water 1

R
⋅ (
ΔH

ΔL
)

½...1

 
height ΔH m Darcy, 

Manning 

substance 1

R
⋅ΔC = D·

ΔC

ΔL
 
concentration ΔC mol·L-1 Fick 

Velocity depends on object size. Velocity v and inverse 

resistance 1/R are related to the size of the moving objects 

[Section 5.3.1]. Following Newton’s law, terminal velocities of 

vertical motion should equal v ~ √V/A ~ V1/6. Spores and 

seeds were indeed observed to descend at speeds of v ~ 

V0.23±0.09 [Greene and Johnson 1993]. Actively swimming, walking and 

flying objects like animals and airplanes travel at velocities 

expected and observed to be v ~ V1/6 ≈ V0.22±0.09 on average 

and v ~ V1/3 ≈ V0.25±0.08 at a maximum [Ahlborn 2000, Bejan and Marden 2006, 

Figure 29]. Passive transport of agents in a horizontal direction 

occurs at a velocity that is linearly proportional to the 

resistance caused by their surface area v ~ A-1 ~ V-2/3 [Einstein 

1905]. Indeed, molecule and particle diffusion in water 

decreased with their size as v ~ M-0.71 [Schwarzenbach et al. 2002]. 

Likewise, the diffusion constant D [m2·d-1] is expected to scale 

as = R·ΔL ~ V-2/3·V1/3 ~ V-1/3. Relationships between velocity 

and the size of the system through which they move, e.g., of 

water in catchments and blood in organisms will be discussed 

in a next [Section 5.3.3]. 

Figure 29. Velocity v [m·d-1] versus mass m [kg] of moving object in 
OLS regressions (solid) and models [c.xls > PoS/WP1-2 et al. 20xx]. 

 

Uni- and multidirectional motion. Dominant advection in 

one direction sometimes concurs with small transport in other 

directions. As a result, transport changes from a cylindrical to 

conical, producing emission plumes [Figure 30]. The transversal 

dispersion is often normally distributed and can be described 

by partial differential equations with gradients in the 

longitudinal (i=x), vertical (i=y) and lateral (i=z) direction. 

These so-called Navier-Stokes equations are complex and 

therefore not described here. While we do not elaborate on 

such small deviations of uni-directional flows, we extensively 

discuss the implications of gradients and fluxes in multi-

dimensional systems [Section 0]. 

Figure 30. Flux φ depending on driving force ΔY, distance ΔL and 
resistance R, without and with dispersion (σi). 

  

  

 

5.3.2 Configuration and flow 

Configuration across multiple media, sections and 

dimensions. In Section 5.3.1, we looked at simple fluxes 

running through one medium, cross-sectional area and 

dimension [Figure 31a]. Yet, most systems are more complex [Figure 

31b-d]. First, flows may pass through several media. For 

example, substances are delivered by water, food, sap or 

blood before passing through a soil layer or a cell membrane 

[Figure 31b]. Second, the same flow F [kg·d-1] may run as a small 

flux φ [kg·m-2·d-1] through a section with a wide area A [m2] 

and subsequently as a large flux through a narrow cross-

section [Figure 31c]. In a 2D catchment, for instance, water 

precipitates steadily over a vast catchment but flushes through 

a small cross-section of a river. In a 3D tree, sap is absorbed 

over a wide area of roots, lifted through a narrow cross-section 

of the stem and transpired over the extensive surface of 

leaves. Third, flows may run in one or more dimensions D 

[Figure 31d]. Water runs in a 1D channel, inhabitants travel in a 2D 

city, blood passes through a 3D organism and tissue flows in a 

∞D food web. Multiple media, sections and dimensions can be 

arranged in different configurations. In particular, one may 

distinguish between centralised and decentralised systems 

[Samaniego and Moses 2008]. In a 2D city, citizens commute between 

centres and suburbs (central) while shopping at local malls 

(decentral). 3D unicellulars extract resources from nearby 

mitochondria (decentral) while 3D multicellulars collect energy 

and materials from large sources like stems and hearts 

(central). Although all structures are built as “detours” to 

maximise power F [J·d-1] and minimize resistance R [d·m-1] 

[Kleidon et al. 2013], explaining, let alone predicting, differences 

between configurations is difficult. 
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Figure 31. Flow from one (a.) to several media (b.), (cross-)sections 
(c.), dimensions and scales (d.). 

a. 1 medium, section, dim., scale b. >1 medium 

  

c. >1 section d. >1 dimension 

  

(Sub-)linear flows in centralised configurations. In 

centralised systems, fluid moves from one (1) large source to 

many (N) small sinks, or vice versa from many sources to one 

central sink [Figure 33]. At any given point in the system, the fluid 

not only has to supply (drain) local sinks (sources) but also 

those further away from the source (sink) [Dreyer 2001]. A 

downstream branch of a river, for instance, has to drain water 

from local precipitation as well from upstream tributaries. 

Likewise, a plant stem vessel has to supply nutrients to nearby 

support cells as well as to leaf tissues further away. Although 

the source (sink) of a centralised system is usually in the 

centre, it may also be located in the periphery of the system. 

For instance, a lake may be located in the middle or a corner 

of a catchment, receiving water from all or one direction, 

respectively. Likewise, oxygen may be supplied by central 

lungs in mammals or peripheral gills in fish. If flow F scales to 

the length L of the system as F ~ LD-1…D, the total quantity of 

the fluid in the system is represented by the integral of the flow 

over the length as 0∫LFdL = 0∫LLD-1…DdL ~ L(D-1…D)+1 ~ LD…D+1 

[Dreyer 2001]. 

Geometric flow. If a fluid is evenly diluted (concentrated), the 

flow to each sink (from each source) F/N decreases 

geometrically (G: "earth") by system length L-1 in each 

dimension D [Figure 32]. Consequently, the total flow F to (from) all 

N sinks (sources) and the quantity of the fluid 0∫LFdL increase 

with size as F ~ N·F/N = LD·L-1 = LD-1 and 0∫LFdL = 0∫LLD-1dL ~ 

LD-1+1 = LD, respectively [Dreyer 2001]. For instance, 1D water 

discharge or pollutant emission F is independent of the pipe 

length L as F ~ L0. Likewise, 2D water leakage around a 

spring, sediment run-off from a mountain and pollutant 

dispersion from a factory decreases with distance L to the 

source and with area A of the region as F ~ L1 ~ A½. 3D heat 

dissipation from a black body or warm-blooded animal 

increases with its area and volume as F ~ A ~ V2/3. 

Isometric and allometric flow. By contrast, flow F increases 

isometrically (G: "same") with the number of sinks (sources) 

N in the system if the same amount is delivered to (by) each, 

independently of system size viz. F/N ~ (LD)0 [Figure 32]. As a 

result, the total flow F is now proportional to the number of 

sinks (sources) N in the system F ~ N ~ LD. To accommodate 

such a flow, the space occupied by the fluid has to increase 

with both to the number of sinks (sources) to be fed (drained) 

N = LD as well as with the distance travelled between a single 

source (sink) and multiple sinks (sources) L1/D, so 0∫LFdL = 

LD·L1/D = L(D+1)/D [Samaniego and Moses 2008]. Such a super-linear change 

in fluid quantity is feasible within limited ranges of system size, 

the more so if transport demands a small fraction of the 

system's space. For example, 1D drainage or irrigation canals 

of length L1 take L2 more space to accommodate lateral entry 

or seepage, respectively. Also, water discharge in 2D 

catchments and car traffic in 2D cities with area A requires 

river and road surfaces Af ~ A3/2, so that flow scales to fluid as 

F ~ Af
2/3 ~ Vf

2/3. Analogously, tissue production in 3D 

organisms with volume V generates biomass Vf ~ V4/3 with 

nutrient flow thus scaling as F ~ V3/4. In spacious and sessile 

plants, scaling of passive transpiration with V¾ is achieved by 

widening xylem and phloem. In compact and mobile animals, 

active circulation increases by slightly enlarging blood velocity 

with body size [Banavar et al. 2014]. In ∞D systems without spatial 

constraints, geometric (D-1/3 = ∞-1/∞ → 1) and isometric 

(D+1/D = ∞+1/∞ → 1) exponents all collapse to 1 as observed 

in, e.g., ecological food webs and economic product trade 

networks [Garlaschelli et al. 2003, Zhang and Guo 2010, Shi et al. 2014]. Intermediate 

scaling between geo- and isometric exponents is called 

allometric (G: "other"). 



(Super-)linear flows in decentralised configurations. 

Decentralised systems have several sources (or sinks), each 

supplying (or draining) many sinks (sources). Typical 

examples involve 2D cities with inhabitants working or 

shopping in neighbourhood businesses and 3D cells with 

organelles demanding energy from nearby mitochondria. In 

principle, any scaling exponent can be achieved by changing 

the density of sources (or sinks) accordingly. Yet, boundary 

values may emerge depending on the distance the sources 

and sinks equal to the reciprocal Dth root of the density 

(N/LD)-1/D [m-D/-D = m1], viz. (N/A)-½ in 2D and (N/V)-⅓ in 3D 

systems. The flow F into (and out of) the system is then 

proportional to the number of sinks to be fed (or sources to be 

drained) N as well as to the (inverse) distance N∙(N/LD)±1/D 

[Samaniego and Moses 2008]. Since number and volume are proportional 

N ~ V and area scales to volume as A ~ V⅔, one arrives at F ~ 

V·(V/A)±1/D ~ V1±1/3D, corresponding to F ~ V1±1/6 ~ V5…7/6 ~ 

A5…7/4 in 2D and F ~ V1±1/9 ~ V8…10/9 ~ A8…10/6 in 3D systems. 

Empirical regressions suggest sub-linear increase with 

exponents -1/D for physical motion and super-linear increase 

for social interaction. With city size, for instance, the number 

of petrol stations as a proxy for fuel use increases sub-linearly 

while the number of phone calls increases super-linearly [Kuhnert 

et al. 2006, Bettencourt 2013]. 

Figure 33. Flow F [m3·d-1] and fluid Vf or system V volume [m3] in a D-
dimensional system of length L with one source (o) and LD sinks (□), 
exemplified for flat 2D drinking water distribution to houses [modified after 

Banavar et al. 2002]. 
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geometric    

F ~ LD-1 12-1=1 22-1=½+…+½=2 32-1=⅓+⅓+…+⅓+⅓+⅓=3 

Vf ~ LD ~ 
V 

12=1 22=2+1+½+½=4 32=9/3+6/3+…+⅓+⅓+⅓=9 

isometric    

F ~ LD ~ V 12=1 22=1+1+1+1=4 32=1+1+1+…+1+1+1=9 

Vf ~ LD+1 12+1=1 22+1=1+1+2+4=8 32+1=9+6+1+…+1+1+1=27 

Exponent reflects degree of (de)centralization. The inflow 

(or outflow) thus scales to system volume with slopes 

log(F)/log(V) of (D-1)/3, D/D+1 and 1±1/3D. For the sake of 

simplicity, we describe this range as multitudes of a 

fundamental exponent κ defined as κ = 1 - log(F)/log(V) with 

boundary values of 0, ±1/6, ¼, ⅓, ½ or 1 for κ depending on 

the dimension (1..∞) and configuration (de…central) of the 

system. The exponent κ reflects the degree of centralization, 

demarcating centralised (>0) versus decentralised (<0) 

networks [e.g., Zhang and Wu 2013]. The exponent can also be 

interpreted as an indicator of transfer efficiency, ranging from 

an efficient star to an inefficient chain network [Garlaschelli et al. 2003]. If 

more dimensions become available, efficiency of centralised 

systems increases with exponents proceeding from ½ → ⅓ 

(2D) and ⅓ → ¼ (3D) towards 0 (∞D) [Garlaschelli et al. 2003]. 

Apparently, the exponent κ approaches 0 as far as allowed by 

the dimension of the system. Centralization increases with the 

“length” of the network, e.g., a larger number of river orders or 
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Figure 32. Flow rate F and fluid quantity 0∫
LFdL, length Lf, area Af, volume Vf depending on length L, area A and volume V of (de)centralised, 1…∞-

dimensional systems  [c.xls > PoS/WP4 et al. 20xx]. 
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trophic levels. Centralisation also increases with network 

"width", defined as the number of branches at the lower order 

or level divided by those at the higher, also known as 

bifurcation ratio. Bifurcation (branching) ratios vary across 

social (3.7), vein (4.6), river (4.9), phylogenetic (10) [Kirchner 1993, 

Bloschl and Sivapalan 1995, Rodriguez-Iturbe and Rinaldo 1997, Turcotte and Pelletier 1998, Hamilton et al. 

2007, Mora et al. 2011, Downing et al. 2012]. 

Theoretical and empirical exponents may differ. Empirical 

confirmation of boundary exponents derived from theory may 

be difficult. First, data variability may not allow for a 

statistically significant distinction between minor differences 

expected, such as 1/12 between ⅓ and ¼. Second, overall flow 

may be a compromise in transport of different items, like 

geometric heat radiation versus allometric blood advection in 

warm-blooded organisms and regional commuting versus 

local shopping in cities [Hendriks 2007, Glazier 2014]. Third, systems may 

be optimised for intermediate or extreme conditions, such as 

average versus maximum discharge, resting versus running 

metabolism and off-peak versus rush hour traffic. 

1D systems. In 1D systems without lateral exchange, input 

and output F scales geometrically as F ~ L0 [Figure 33,1D]. 

Examples from engineering include plastic and concrete 

pipes, channelling water at rates independent of their size [Table 

16a]. If a constant amount is lost or added along its way, flow 

scales allometric as F ~ L1. In the lab, the wetted length of a 

constrained tissue was experimentally shown to scale linearly 

with the water input [Dreyer 2001]. In the field, catchment and city 

area, serving as proxies for total water and car flow, scaled 

linearly to total river, road and pipe length (F ~) L [Figure 25]. 

2D systems. In 2D objects, geometric scaling implies flow F 

to scale as F ~ A½ [Figure 33, 2D]. Substances, viruses, bacteria, 

algae, pollen, seeds and animals spread across laboratory 

plates and earth surfaces by dilution from a point source. For 

instance, animal dispersal distance scaled to home range as 

(F ~) L ~ A0.50…0.54 [Bowman et al. 2002, Santini et al. 2013, Hilbers et al. 2016]. In 

addition to star-like radiation, dispersal may also occur in a 

tree-like way, as noted, e.g., for resource-limited bacteria 

growth on plates and river-bound human colonization in 

Europe and America [Wakita et al. 1997]. Allometric 2D scaling 

requires input or output to scale as F ~ A1. In rivers and lakes, 

water (in)flow was related to catchment area A0.8…1.2 [Hendriks et al. 

2012, Burgers et al. 2015, Barbarossa et al. 2017]. By contrast, sediment discharge 

scaled as A0.4…0.6 [Syvitski et al. 2003], suggesting geometric 

dispersion of particles from mountains. In cities, water and 

electricity consumption scaled isometrically to volume as F ~ 

V0.9…1.1, while fuel use for transport increased allometrically as 

F ~ V0.8… [Jenerette et al. 2006, Bettencourt et al. 2007]. The theoretically expected 

scaling of river surface to catchment and of road to city area Af 

~ A3/2 corresponded well to empirical values of A1.5 and 

A1.3…1.5 respectively [Figure 27]. The range of 1.3…1.5 for cities 

thus covered thus both decentral (5/4) and central (3/2) 

transport. Positive (e.g., production) and negative (e.g., crime) 

socio-economic interaction in 2D cities scaled with V1.1..1.3 

including the expected V7/6 [Bettencourt et al. 2007, Van Raan et al. 2016]. In fact, 

physical (sub-linear) and social (super-linear) interactions 

scaled with opposite exponents, achieved by increasing 

average building height in large (>105 inhabitants) polycentric 

cities [Molinero and Thurner 2021]. Average and maximum discharge 

scaled as F ~ A1.2 and max(F) ~ A1.0 for the same set of rivers, 

suggesting that larger catchments capture more groundwater 

from aquifers compared to overland runoff dominating 

maximum flow conditions [Rodriguez-Iturbe and Rinaldo 1977, Burgers et al. 2014]. 

3D systems. Scaling is widely acknowledged in 3D systems 

like engines, buildings and organisms. Yet, theoretical 

explanations of the exponent are vigorously debated in 

engineering and esp. biology [Glazier 2014, 2022a]. Some have derived 

allometric slopes (3/4) from first principles on, e.g., gravity in 

bodies [McMahon 1973] or distribution in networks [West et al. 1997, Bejan 2001, 

Santillán 2003, Banavar et al. 2010]. In particular, equating the local distance 

travelled by one package (e.g., a metabolite) (V/F)1/3 per unit 

of time in a small sink (source) of volume V/F to the global 

whole-body transport length L [m] and time V/F [m3/m3∙d-1 = d] 

yields L/(V/F) ~ (V/F)1/3 equivalent to F ~ V3/4 [Banavar et al. 2014]. 

Others believe underlying processes to either geometrically 

(2/3) or isometrically (1) depend on size, allowing overall 

metabolism to scale somewhere in between, involving, e.g., 

energy acquisition vs. dissipation [Kooijman 2000, Ballesteros et al. 2018], 

cellular diffusion vs. individual advection [Ahluwalia 2017, Magliaro et al. 2019], 

active vs. passive lifestyles [Glazier 2008, 2014a]. and cell expansion 

vs. multiplication growth [Glazier 2022]. Both approaches have their 

advantages and disadvantages. Allometric models bravely 

predict a single exponent but require assumptions (e.g., on 

transport networks) that do not apply to all systems (e.g., 

some unicellulars) and may become internally inconsistent [e.g., 

Makarieva et al. 2005b, Kozlowski and Konarzewski 2005, Glazier 2009]. Geo-isometric 

models allow a range of slopes but do explain why scaling 

ultimately converges to other boundary values than 2/3 and 1. 

Since theories are often based on a few processes (esp. 

respiration), parameters (esp. rates) and systems (esp. 

vertebrates) addressed at a time, ultimate assumptions may 

reflect causes as well as consequences of scaling. 

Empirically, prokaryotic respiration and production scaled to 

volume as V1.7…2.0 in a small size range of 10-16…-14 dm3, 

achieved by an increase in the number enzymes (genes) [Figure 

63b]. Respiration scaled as V1.01 and V0.78 while production 

scaled as V0.74 and V0.77 in uni- and multicellular eukaryotes, 

respectively [DeLong et al. 2010]. Slopes for average in vivo 

respiration in multicellulars proceeds from ⅔ to ¾ and 1 when 



more data and larger ranges are covered, while those for 

production remain close to ¾ [e.g., Savage et al. 2004, Moses et al. 2008, Hatton et al. 

2019]. Slopes of ⅔ more frequently apply to high-energy, warm-

blooded animals and benthic systems, while ¾ and beyond 

occur more often in low-energy, cold-blooded organisms and 

pelagic systems [Hendriks 2007, Glazier 2022]. Respiration by (fresh) in 

vitro cells and organs increase with organism mass but less 

than in vivo and becoming independent of organism size over 

generations [Figure 63b]. 

Sub-linear scaling under average conditions proceeds to 

linear scaling in extreme conditions like burst locomotion, 

hibernation and domestication [Peters 1983, Harrison and Roberts 2000, Barbosa et al. 

2006, Glazier 2008 & 2014, Cardoso Nagib Nascimento et al. 2020]. Maximum power also 

scaled as m1.0…1.2 ~ V0.7…1.4 in engines [Caduff et al. 2011]. Apparently, 

oxygen and nutrients can be preferentially allocated to 

overcome transport restrictions, both temporally and spatially. 

Yet, in general, rates for transport of heat through solid media 

(tissue) and for nutrient transport by fluid media (sap, blood) 

appears to scale geometrically and allometrically respectively. 

∞D systems. In ∞D systems, slopes proceed towards 1 

because flow is not restricted by physical constraints. At the 

ecological time scale, organism flow through food webs of N 

species indeed scaled as (N+1) ~ Vf
0.9…1.1 for different 

ecosystems [Garlaschelli et al. 2003, Allesina and Bodini 2005, Zhang and Guo 2010, Zhang and Wu 

2013]. In simulations, the exponent decreased with food chain 

length and increased with the number of individuals per 

species [Van Veen and Murrell 2005]. At the evolutionary time scale, we 

may consider taxa to flow from ancestral (sources) to 

contemporary (sinks) species. Likewise, global flows of trading 

were a function of the maximum import or export per country F 

~ Vf
0.9…1.0 for different product types. 

 

5.3.3 Rate, time and density 

Flow as a function of storage. Having set the slopes in 

(de)centralised systems with 2, 3 or ∞ dimensions [Figure 34], we 

can now derive the overall equation for flow including 

intercepts to be used in the subsequent chapters hereafter. 

Rewriting the definition of flux φ = F/A and filling in φ = 

(ΔY/ΔL)½…1 / R [Section 5.3.1] and A = ψAV·V1 - 1/D…1/D+1…±1/3D [Section 5.2] 

yields 

Equation 46. 

F = φ ∙ A 

   = 
(ΔY/ΔL)½…1

R
 ∙ ψ

AV
∙V

(D-1)/3…1±1/3D
 

  = eEṘ/T·
(ΔY/ΔL)½…1

Σ1/γ+Σρ
∙V

1-κ
 

  = k·V 

for any D-dimensional (de)centralised system. The rate F may 

represent any flow of air, water, minerals, nutrients, toxicants, 

fuel and other substances in a basin, organism, population or 

construct with the amount stored S proportional to either 

volume V (as in Equation 46, mass m, number N or 

concentration C. Transport and transformation is driven by 

gradients ΔY/ΔL of air pressure, water level, nutrient or 

toxicant concentrations, food-tissue levels, supply-demand 

and energy differences [Table 29]. The total specific resistance R 

[d·m-1] encountered can be subdivided in delays for 

advection 1/γ [d∙(m3)-κ], e.g., by river water, plant sap, animal 

blood and manufacturer products as well as resistivity in 

diffusion ρ [d∙(m3)-κ] through, e.g., air-water interfaces, lipid 

membranes and near-enzyme layers. Each resistance 

depends on temperature T according to qT = eEṘ/T, with 

activation energy E and the gas constant, traditionally and 

confusingly also represented by R, here by Ṙ if in the same 

equations as resistance [Equation 53]. All constants can be merged 

in the rate constant, implying that k scales to volume by V-κ 

and to temperature by e-EṘ/T. 

Flow and area (near-)equally scale with volume. 

Theoretically, exchange area A is a function of the system 

volume V as A = ψAV·V(D-1)/3…1±1/3D with the exponent 

representing the whole range of centralised and decentralised 

systems [Section 5.2]. Unfortunately, regressions for areas are 

unreliable, especially of irregular shapes as awkward lakes or 

bizarre insects. Yet, measuring area can be circumvented by 

substituting the coefficient ψAV/R by qT/Σ1/γ+Σρ and the 

exponent (D-1)/3…1±1/3D by 1-κ. The values of ρ, γ and κ 

can then be obtained by directly fitting Equation 46 to data on 

flow F for a range of volumes of, e.g., basins, organisms or 

city-states. Even more, this substitution allows one to flexibly 

attribute scaling to other factors than just area. For instance, 

slight differences in scaling of exchange to V¾ (plants) and to 

V⅔ (animals) can be compensated by size-independence of 

sap velocity V0 (plants) and size-dependence of blood speed 

V1/12 (animals) to achieve the same flow scaling F ~ V3/4·V0 = 

V2/3·V1/12 = V3/4 [e.g., Banavar et al. 2014]. Likewise, surface areas for 

ventilation as a function of V0.8 (ectotherm gills) and V0.9 

(endotherm lungs) are mirrored by the thickness of the 

exchange layer, scaling to V0 and V0.1, respectively, yieldling F 

~ V0.8/V0 ≈ V0.9/V0.1 ≈ V0.8 [Gillooly et al. 2016]. 



Figure 34. Storages (regular) and flows (italics) with delays and 
resistances (w) in abiotic and biotic systems. 

 

Rate and time constants scale opposite with volume. 

Since rate k and time τ constants are reciprocal, both scale to 

area, volume and temperature with an exponent of the same 

value κ but of opposite sign as A±κ/1-κ ~ V±κ [Table 30, Figure 35] and 

e±ER/T. Thus, ponds and herbs have a rapid turnover and a 

short residence time compared to seas and trees, as 

confirmed empirically [Figure 36]. Likewise, tropical rivers and 

organisms have a fast turnover and short residence time 

compared to temperate equivalents [Table 31, Burgers et al. 2014]. Yet, 

while the relatively small lifespan of organisms and buildings is 

clearly demarcated by death and collapse, disappearance of 

lakes and cities is indistinct. 

Numerical density and area scale opposite with volume. 

Water flows through many streams and a few rivers into many 

ponds and a few oceans. Sap converges from many roots into 

one trunk and diverges over many leaves in either many herbs 

or a few trees. Similar networks are ubiquitous for all kinds of 

media at several scales, including, e.g., air (alveolars vs. 

trachea), blood (capillaries vs. aorta), grass (mice vs. 

elephants), goods (villages vs. cities) and vehicles (paths, 

highways). A numerical density of N ~ 1/F ~ A-1 ~ Vκ-1 lakes, 

organisms or settlements with area A and volume V is needed 

to pass on all water, tissue or goods [Table 30, Figure 35]. Vice versa, 

the area A or volume V1-κ needed by a lake, organism or 

settlement is inversely proportional to its numerical density A ~ 

V1-κ ~ 1/N. A pond, an herb and a mouse need less space to 

attain water and nutrients from than a sea, a tree and an 

elephant. As before, regressions empirically confirm these 

theoretical equations [Figure 36]. 

Volume or mass density, length and time scale equally 

with volume. Multiplying the numerical density N with the 

geometric mean of the volume V or mass m yield the volume 

density to scale as V·N ~ V·Vκ-1 = Vκ and the mass density as 

m·N ~ mκ. In a given area, the total volume of water in lakes or 

total biomass of trees is thus larger than that of ponds or 

herbs. The average depth or height L of water or plant layers 

in a region changes accordingly V·N ~ L ~ Vκ [dm3∙m-2~m], 

requiring a proportional amount of time for building up L ~ τ ~ 

Vκ. Scaling of volume density, length and time with the same 

exponent expresses the notion that larger objects persist 

longer, or vice versa, that more time yields larger objects. 

While size dependence for these quantities is well established, 

analogies for temperature dependence require systematic 

confirmation. 

Figure 35. Length, area, volume, rate, rate, time, density and other 
quantities as a function of size or inverse temperature in centralised 
geometric (κ=1/D), centralized allometric (κ=1/D+1) and decentralised 
(κ=±1/3D) systems [c.xls > PoS/WP4 & QTOX/DC4 et al. 20xx]. 

 

Flux does not scale to individual volume. Since length L 

versus time τ as well as rate F versus area A scale with the 

same exponent but opposite sign their ratios, known as 
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Table 30. Principal quantities scaling as a function of area A [m2], volume V [m3] [Section 5.3.2] and temperature [K] [Section 5.4] as theoretically derived from 
Equation 46 and empirically observed in water, organisms and cities [PoS/WP4 & QTOX/DC4 et al. 20xx]. 

quantity  unit area A volume V temperature 1/T 

   th. water organism city th. water organism city th. water organ. city 

length L m κ/1-κ    +κ 0.29±0.06 0.38±0.02  +E … see  

area A m2 0    1-κ 0.72±0.03 0.78±0.06 1.0±0.26   Table  

volume V m3     1    +E  31  

flow rate F m3·d-1 1    1-κ 0.71±0.12 0.75±0.04  -E    

flow rate constant k d-1 -κ/1-κ    -κ -
0.29±0.12 

-
0.25±0.04 

 -E    

time constant τ d κ/1-κ    +κ 0.39±0.13 0.21±0.09  +E    

efficiency k·τ d-1∙d1 0    0        

number (N) # 0    0    -E    

numerical density N m-2 -1    κ-1 -0.71       

volume density VN m3·m-2 κ/1-κ    +κ  0.36±0.08      

flux φ m3·m-2·d-1 0    0    -E    

velocity v m·d-1 0    0        



velocity v ~ L/τ ~ Vκ/Vκ ~ V0 [m·d-1] and flux φ ~ F/A ~ F∙N ~ 

V1-κ/V1-κ ~ V0 [m3·m-2·d-1] are theoretically expected to be size-

invariant [Table 30, Figure 35]. Observations confirm that velocities of 

water, sap, blood, tissue and traffic are (nearly) independent 

of river/estuary, organism and city size, ranging as v ~ A0…0.1 

and V-0.1…0.1 with intercepts covering 10-1…6 m·d-1 [c.slx]. 

Flux scales to collective volume density as flow scales to 

individual volume. Since velocities through an individual 

water or organism body are (nearly) size-invariant, the 

collective flux through catchment, community or country is 

proportional to the number of bodies included. Mathematically, 

the total flux is obtained by integrating the individual flux φ ~ 

V0 over the body volume range of ΔV = max(V)-min(V) as 

Equation 47. 

∫ φ·dV ~ [V1]
min(V)

max(V)
= ΔV 

max(V)

min(V)

 

Likewise, the total volume density of all bodies together 

[m3·m-2] equals the integral of the individual densities V·N ~ 

V1·Vκ-1 = Vκ as 

Equation 48. 

∫ V∙NdV~[Vκ+1]
min(V)

max(V)
= ΔVκ+1

max(V)

min(V)

 

Eliminating the volume range ΔV from both equations yields 

min(V)∫max(V) φ dV ~ (min(V)∫max(V) V∙N dV)1/(κ+1) ≈ (min(V)∫max(V) V∙N 

dV)3/4…4/5 for κ in the 1/4 …1/3 range. So, the exponents of 

3/4…4/5 for collective flux and volume density are expected to 

be nearly similar to slopes of 2/3…3/4 for individual flow and 

volume. So far, empirical confirmation is limited [Section 9.4.3]. 

Figure 36. Water and mass density [kg·km-2], turnover rate constants 
[d-1] and flux [kg·km-2·d-1] versus mass m [kg] in various systems 
based on regressions of data (solid) and model (dashed). 

a. water 

 

b. mass (equivalent to energy) 

 

Equivalency implies similarity. Multiplying inversely scaling 

quantities such as rate and time constants κ·τ ~ V-κ∙Vκ = V0 or 

numerical density and area N∙A ~ Vκ-1∙V1-κ = V0 yield products 

that are size-independent. For example, populations of 

rabbits, lizards and elephants consist of approximately the 

same number of individuals, using the same amount of water 

or energy per kg body weight in their lifetime. Such 

equivalencies facilitate interpretation of trade-offs between 

rate, time, density and area parameters, indicating 

overarching principles all systems obey. As long as a 

systematic and consistent overview of cross-disciplinary 

scaling relationships is lacking, derivation of such rules is 

difficult. Yet, some preliminary thoughts may point to the kind 

of insights to be obtained. Equivalency appears to reflect the 

tendency not to stand out from the crowd. If a size class of 

lakes or organisms attracts more water or tissue than the 

others, it also becomes more likely to be filled, drained, 

avoided or eaten [Figure 36]. In ecology, similar but more specific 

explanations have been suggested [Brown and Sibly 2008]. As water 

and energy are distributed over all kinds of objects, laws of an 

in-depth nature apparently shape non-living and living systems 

on earth in the same way. Understanding these rules 

facilitates data hungry assessments of environmental 
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indicators, such as energy and water footprints [Hoekstra et al. 2002, 

Huijbregts et al. 2008]. 

 

5.3.4 Diversity 

Diversity increases with number of items. Items vary by 

kind and are categorised by type. Examples include 

substances in lakes, cell types in individuals, casts in 

populations, species in communities, professions in 

companies and businesses in cities. While items of most types 

have an intermediate number and size, few are rare, 

abundant, small or large. Since right tails of log-normal and 

log-logistic distributions converge to power functions [Section 3.4], 

the number of types n increases with the number of items N 

(or surrogates as area A or volume V) as n ~ N0…1 ~ A0…1 ~ 

V0…1. Theoretically, the exponent range covers extreme cases 

with all items belonging to the same type (0) and with each 

item of a different type (1). Empirically, the steepest slopes 

(>0.5) were observed for engineering and social systems like 

Lego bricks in a box, components in devices, jobs in 

companies and business in cities [Naroll and Von Bertalanffy 1956, Changizi et al. 

2002]. The lowest (<0.5) exponents were reported for natural 

systems, substances in a lake, cell types in an individual and 

casts in a colony but not substrate types in a metabolic 

network [Bell and Mooers 1997, Changizi et al. 2002, McCarthy and Enquist 2005]. Increased 

item abundance thus allows or requires more types but 

proportionally more items are required to create a new 

type, the more so for biochemical than for technological items. 

In particular, the number of species n in a community varies 

across a range of NA = 10 to 108 individuals according to n = 

1.7·(NA)0.24(macrobes)…0.39(microbes) [Loceya and Lennona 2016]. Likewise, the 

species richness n scales to area A as n ~ A0.2 (island)…0.5 

(mainland) [Preston 1962, O'Connor and McCoy 1979, Dodson et al. 2000, Koellner 2000, Crawley and Harral 

2001, Pereira and Daily 2006, Koellner and Scholz 2008, Drakare et al. 2006, Lazarina et al. 2013]. Such 

power functions have been attributed to different mechanisms 

and values for slopes remain unexplained [Changizi et al. 2002]. The 

range of 0.2…0.5 for the number of species has been 

explained by log-normal distributions as well as by the inverse 

of food chain length 1/2..1/5 [Preston et al. 1962, Pimm and Lawton 1977, Changizi et al. 

2002]. Slopes as well as intercepts of these species-area 

relationships were related to each other, mean size and 

overall species richness [Azovsky 2002, Matthews et al. 2019]. 

Diversity increases with mass. Analogously, the number of 

types may be a unimodal distribution of around an optimal 

mass too, skewed to the right with a steep increase and 

gentle decrease. The right-hand side appears to fit best to the 

linear number of substances [Figure 53] and the logarithmic 

number of species [Table 49]. For a detailed understanding, both 

intraspecific [Arranz et al. 2016, Dos Santos et al. 2019] and interspecific size 

spectra need to be known. Moreover, a comparison between 

non-living and living objects is lacking, although initial 

observations suggest that LEGO block size scales similarly. 

Diversity increases with temperature. Species and 

language diversity increases with temperature and primary 

productivity and decreases with latitude [Hamilton et al. 2020]. 

 

5.4 Chemical interaction 

Groups. Substances can be subdivided based on size, 

charge [Table 38], elements (metals, non-metals, organic), 

fragments (classes of (substituted) hydrocarbons), origin [Table 

35], mode of action [Table 44] and use [Table 50]. 

Partition between media and reaction with reactants. In 

addition to physical motion within the same medium [Section 5.3], 

substances are subject to chemical interactions between 

atoms and molecules leading to partitioning between different 

media or reacting with other substances. For instance, oxygen 

volatilises from water to air, uranium disintegrates in thorium 

and carbohydrates oxidise to carbon dioxide. Including 

processes in the opposite direction, we may describe these 

interactions as 

Equation 49. 

nX (+R) 

k→
⇄
k←

 XnR 

In partitioning, X and XnR represent the distribution of a 

substance over two phases, e.g., air and water, due to 

thermal motion and intermolecular interactions. Diffusion 

alone would result in a uniform distribution throughout space 

but bonds (Van der Waals, hydrogen and ionic) between 

neighbouring molecules causes substances to prefer specific 

phases [Praetorius et al. 2014]. In reactions, X reflects the reactant or 

(free) substrate. R may symbolize the other reactant or the 

non-occupied receptor R. XR is the product or occupied 

receptor XR. The equilibrium constant K is now defined as the 

ratio of the concentrations C in steady state and the rate 

constant k→ and k← in either direction according to 

Equation 50. 

K = 
[X]n∙[R]

[XnR]
=
CX
n
∙CR

CXnR

 = 
k→

k←
 

reflecting the number of molecules colliding and escaping per 

unit of time. Depending on the type of interaction, the 

equilibrium ratio K is referred to as, e.g., the dissociation, 

Michaelis-Menten, Hill or half-saturation constant. Its inverse 

1/K is called, e.g., the association, binding or stability 

constant. 

Equilibrium ratios and rate constants exponentially 

depend on temperature. Following successive collisions, a 

constant fraction of molecules will reach a next higher velocity 



level, leading to an exponential distribution of their kinetic 

energy (“many slow, few fast”) [Section 3.4]. The rate constant k is 

proportional to the fraction of molecules with an energy 

exceeding the threshold E [J] for partitioning (e.g., 

volatilisation) or reaction (e.g., oxidation) as expressed by the 

Arrhenius equation [Arrhenius 1889] according to 

Equation 51. 

k = c · e-E/RT 

with the gas constant R of 8.31 J·mol-1·K-1. The frequency 

factor c represents the frequency of collisions between 

molecules at a standard concentration, depending on 

properties that are relevant for the process concerned [Jagannadham 

2010]. Filling in Equation 51 into Equation 50 yields the Van 't 

Hoff equation, showing that the equilibrium ratio 

exponentially depends on temperature as well according to 

Equation 52. 

K = 
k→

k←
 = 

c→·e
-E→/RT

c←·e
-E←/RT

 = 
c→

c←
 e-(E→-E←)/RT 

The slope E may refer to the enthalpy absorbed or released 

in physical transitions such as evaporation and condensation 

as well as to the activation energy required for chemical 

reactions such as respiration or production of glucose [Novak 2002]. 

Equation 51 can also be used to calculate he temperature 

quotient qT expressing the value of a quantity at a given 

temperature relative to that of a reference, usually of 20°, i.e., 

K(T)/K(20°C) or k(T)/k(20°C) according to 

Equation 53. 

k(T)

k(20)
or 

K(T)

K(20)
 = q

T
 = 

e
-E

R·(T+273)

e
-E

R·293

 = e
-E
R
·(

1
T+273

 - 
1
293

)
 

Obviously, the energies E representing multiple processes in 

the field, like global precipitation and evaporation are more 

variable than those of single lab processes, such as 

evaporation and condensation in an experiment. Still, most 

values are within a small range. Hence, for the small 

temperature range of about 0-40°C occurring in the systems 

we study here, the exponential function can be replaced by 

the linear approximation Q10 = k(T)/k(T-10). Filling in a 

typical activation energy E value of 50 kJ·mol-1 for weak 

interactions [Table 31] yields a doubling in each 10°C temperature 

interval between 0 and 40°C, hence Q10 ≈ 2. Also, since Q10 = 

k(21)/k(20) ≈ 1.07, 1°C temperature rise induces 7% increase. 

While Equation 53 applies to short-term and small-scale 

differences ranging from enzymes to populations, life may 

acclimate to decreasing temperatures by molecular 

adaptations. 

Table 31. Typical energy absorbed (+) or released (-) Ei [kJ·mol-1 ~ 
1/96 eV] at 20 °C for various rates and states measured in lab or 
derived from field [QTOX/DC4 et al. 20xx]. 

quantity energy E [kJ·mol-1] 

water  

 evaporation, condensation ±40 [Wi18] 

 precipitation, evaporation, condensation ±20 …40 [Du12,Sc99,We07,Di21] 

 water run-off, mineral erosion 55 [Ba17], 47…67 [Sy03] 

 humidity -50 [Ro14] 

substances  

 oxygen concentration in water +15 [El13] 

 affinity -5.1·log(Kow)+4.6 [MJ09] 

 partitioning +10…-50 [OC14] 

organisms  

 photosynthesis +29 [Al05] 

 respiration, inter-specific -56 [Gi01], 75 [Al02,Do08] 

 biological traits, intra-specific +63±5 (↑), -115±4 (↓) [De11] 

 plant height +80 [Mo14] 

 species number (latitude, time) +76 [Al02] -30 [Ur15] 

weak interactions (enzyme) ±10…50 [St81] 

strong interactions ±200…500 

[Allen et al. 2002 & 2005, Barbarossa et al. 2017, Dell et al. 2011, Dirks 2021, Durack et al. 2012, Downs et al. 2008, Elshout et al. 

2013, Gillooly et al. 2001 & 2002, Muijs and Jonker 2009, Moles et al. 2014, O'Connor et al. 2014, Roderick et al. 2014, Schloss et al. 

1999, Syvitski et al. 2003, Stryer 1981, Urban 2015, Wentz et al. 2007, Wikipedia 2018]. 

Equilibrium ratios and rate constants exponentially 

depend on mass. Since kinetic energy E is proportional to 

mass M, viz. E = ½·M·v2, one expects rate constants and 

equilibrium ratios to be exponentially distributed with atomic 

and molecular weight as well. For partitioning between gases 

and liquids driven by weak inter-molecular interactions, the 

energy needed to accommodate a molecule in a cavity inside 

a medium is proportional to the molecular volume or mass 

[Lambert 1967, Briggs 1988]. A substance can freely move to gaseous 

phases but to dissolve in liquids bigger molecules have make 

larger “hole”, causing gas-liquid partition ratios to decrease 

exponentially with mass K ~ e-M [Equation 51]. Since the difference 

in energy required to make a cavity in two immiscible solvents 

is also related to molecular mass, liquid-liquid partition ratios 

are also an exponential function of mass. Organic substances 

basically partition over three main phases, i.e., air (a), water 

(w) and octanol (o) as a surrogate for organic solids [Gouin et al 2000]. 

Values can be experimentally obtained by mixing substances 

in a separatory funnel with several media as well as 

theoretically derived by calculating contributions from all 

molecular fragments of the molecule [Meylan and Howard 1995]. The ratio 

typically scale to molecular mass as e±0.012·M, where slopes of 

+0.012 apply to octanol-water partitioning and -0.012 to its 

inverse, viz. toxicity [McGowan 1963 as well as air-water partitioning 

[Figure 37. In addition to molecular mass, charge also determines 

distribution between liquids. Neutral substances typically 

consist of carbon, hydrogen and halogens only, interacting by 

Van der Waals forces only. Polar compounds contain 

fragments with oxygen, nitrogen, phosphorus, sulphur, 

reducing the octanol-water partition ratio Kow by about one 



order of magnitude, partly by forming hydrogen bonds (OH, 

NH, FH) to Van der Waals bonds [Meylan and Howard 1995, Briggs 1981]. 

Ionisation of acids and bases typically reduces the octanol-

water partition ratios by three to four ourders of magnitude 104 

[Leo et al 1971, Briggs 1981, Fu et al. 2009, Armitage et al. 2013]. For the same size and 

structure, intercepts of octanol-water partition ratios versus 

molecular mass are thus expected to decrease in the 

sequence of neutral > polar > ionic [Figure 37]. Differences in 

sorption, accumulation, transformation and toxicity of biotic 

and xenobiotic substances, both parent compounds and 

metabolites can thus be qualitatively and quantitatively 

understood from fragments determining their octanol-water 

partitioning [Table 40]. Hence, several programmes are available 

to accurately calculate these values [Meylan and Howard 1995],. 

Figure 37. Air-water Kaw [/] and octanol-water Kow [/] versus molecular 
mass [g·mol-1] [X.xls]. 

a. Air-water Kaw = 0.0003·e-0.014·M (n=17214, r2=0.13, p<0.0001) 

 

b. Octanol-water Kow = 54·e0.030·M (n=1725, r2=0.51, p<0.0001 without 
oxgen or nitrogen in yellow) or Kow = 6.1·e0.012·M (n=15492, r2=0.12, 
p<0.0001, with oxgen or nitrogen in blue). 

 

 

Equilibrium ratios and rate constants depend on radius 

and charge. Based on Equation 51 as well, one may expect 

rate constants and equilibrium constants K for strong inter-

molecular bonds to exponentially relate to size and charge. 

As force is a quadratic function of charge, the difference in 

energy ΔE needed for dissociating a bond between two atoms 

of different elements relative to that needed for the same 

element equals the squared electronegativity ∆2 [Pauling 1932]. 

Electronegativity  reflects the tendency of atoms to attract 

electrons in non-polar covalent (0.5<∆), polar covalent 

(0.5<∆<2.0) and ionic (∆>2.0) bonds. Electronegativity 

increases with increasing charge from left to right within a 

period and with decreasing distance of the electrons from the 

nucleus from bottom to top within a group [Figure 38]. While 

electronegativity  often best describes polar bonding, 

charge Z is usually a better descriptor for ionic interactions. 

The affinity of metals K to enter covalent bonds in biotic 

ligands increases with the ionic radius r but the tendency to 

bind to ions in abiotic ligands decreases with the ionic radius 

r [Nieboer and Richardson 1980]. Hence, the affinities K for binding to biotic 

and abiotic ligands therefore increases exponentially with the 

covalent 2·r and the ionic Z2/r index, respectively [Nieboer and McBride 

et al. 1973, Zhou et al. 2011]. Consequently, these descriptors are used to 

estimate accumulation and toxicity as well as sorption to 

mineral particles [Veltman et al. 2008, Van Kolck et al. 2008, Zhou et al. 2011, Veltman et al. 2010]. 

Figure 38. Periodic system with non-essential elements, essential 
macronutrients and micronutrients. Metals according to low 
(preferred binding O>N>S), intermediate and high (preferred binding 

S>N>O) covalent index 2r [Nieboer and Richardson 1980, Sterner and Elser 2002]. 

 

 

5.5 Biological evolution and technological progress 

Biological evolution and technological 

expansion/progress requires replication, mutation or 

innovation and selection determine. Living systems adapt 

to changing environments by biological evolution and 

technological progress, subsequently requiring replication, 

mutation or innovation and selection. Examples range from 

familiar objects like organisms or communities to religions and 

cultures. Variability in these systems should continuously 

match variability in conditions, both expressed by an average 

and standard deviation. 

Genetics and environmental variability balanced. 

Performance of replicating systems is determined by a 

combination inherent or inheritable (e.g., genetic) and 

acquired (e.g., environmentally induced) attributes. 

Inheritability is proportional to environmental homogeneity of 

the environment and increases from ecological to 

physiological, ethological and morphological traits [Mousseau and Roff 

1987]. In humans, inheritability equals about 0.5 on average, 
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ranging from 0.3 for social, environmental and reproductive to 

0.75 for eye-related traits [Polderman et al. 2015]. Apparently, the 

capacity to learn from the past and to adapt to the future is 

about equally important for maximising fitness. Genetics might 

be complex. Traits that are advantageous at young may be 

disadvantageous at old age, e.g., for allo- versus 

autoimmunity. While homozygotic individuals experience 

diseases, heterozygotic may be protected, as observed for 

sickle-cell anaemia versus malaria, cystic fibrosis versus 

tuberculosis and possibly for allergies. 

Optimalisation principles underdeveloped. As the first 

three laws of thermodynamics address states rather than 

rates, self-organisation by living systems has been attributed 

to "fourth" rule, stating that selection favours systems with the 

highest rate of attracting and converting energy [Odum 1983]. In 

addition, maximum (biomass) density, residence time and 

diversity and many other quantities have been proposed but 

rarely tested as optimalisation principles for ecosystems [Bakema 

1989]. So, transitions along time or space ranges of 

dead…living, pro-…eukaryotic, uni…multi-cellular, 

cold…warm-blooded, natural…engineered and other systems 

are still descriptive rather than explanatory or predictive. 

 



 

6 GEOSPHERE 

In the previous chapters, we obtained models [Chapter3-4] and parameters [Chapter 5] across systems. In the present chapter, we study air, 

water and soil [Section 0]. We qualitatively describe flows of natural and synthetic substances through structures ranging from pools 

and dunes to oceans and continents. Sunlight, temperature, wind, precipitation, evaporation, fertility and other quantities are sine 

and exponential functions of time and space (latitude, altitude, longitude) on an idealised globe, providing us with default values 

for input variables at any moment and location. [Section 6.2]. Since pressures increase with proximity to water, we quantitatively focus 

on transport of substances in idealised basins by (combinations of) one-compartment ("tank") models [Section 6.3]. Advection of water 

and solids is described by rate and time parameters related to river, lake and catchment size [Section 6.4]. The concentrations of 

substances achieved further depends on the composition of the medium and on the partitioning ratios of the substance as 

determined by molecular properties, in particular mass and radius [Section 6.5]. The density and area of the structures storing 

substances scale to size too [Section 6.6]. 

 

6.1 Introduction 

Structures consist of substances. Transport and 

transformation caused substances to cycle within and 

between spheres. In the next chapters, we will address the 

biosphere and technosphere. Here, we focus on the 

atmosphere, the hydrosphere and the lithosphere, together 

called the geosphere. Ultimately driven by solar and 

geothermal energy [Figure 39: yellow], packages of air, water and 

minerals are heated up, moving upward as dramatically 

displayed by thunderstorms and volcanic eruptions. On their 

way up, masses cool down due to expansion or heat 

exchange, gradually becoming denser and sinking down 

again. Such vertical movements are compensated by 

horizontal transport. Air, mainly consisting of nitrogen (N2), 

oxygen (O2) and carbon dioxide (CO2) ascents, moves and 

descents in other areas [Figure 39: cyan]. Water (H2O) evaporates, 

precipitates and runs off, partly diverted via, e.g., irrigation, 

drainage, extraction and sewerage [Figure 39: blue]. Minerals, largely 

built of silicates (SiO2), erode from and deposit on soils, where 

they may be excavated and shipped to erect, e.g., dikes, 

roads and buildings. Recent (CH2O) and fossil (CH2) organic 

material produced by organisms is subsequently exploited for 

food, manure, fuel and material by man [Figure 39. orange]. Mineral 

and organic particles together with water naturally form 

structures, also called landforms or landscape elements [Chapter 

6]. The same ingredients are used to build infrastructure, e.g., 

for concrete buildings and asphalt roads [Chapter 10]. Emissions of 

pollutants causes ozone-depletion (O3), acidification (H+), 

eutrophication (NH4
+, NO3

-), climate change (CO2, H2O) and 

chemical contamination (RH). 

Basins serve as typical structures for scaling. Since 

similar processes act at different scales, patterns also recur. 

Analogue structures can be observed in hole-valley-plain, 

dune-hill-mountain-ridge-continent, gully-stream-river and 

pond-lake-marsh-sea-ocean sequences [Figure 39]. Examples for 

infrastructure include building-village-city, path-road-highway, 

drain-ditch-canal and tank-impoundment-reservoir arrays. 

Since short- and long-term processes as well as local and 

global patterns thus obey similar laws, we can flexibly model 

structures by applying the same equations along a fluvial 

scale. To that end, we here define a basin as a structure 

consisting of a pool, lake, sea or ocean connected to a bump, 

hill, mountain, continent via a drainage network of gullies, 

streams and rivers [Figure 40]. Within these basins, we focus on 

land-water interfaces, especially ecologically and socio-

economically fertile deltas. Not surprisingly, early civilizations 

emerged along the Nile, Euphrat-Tigris and Yellow River. 

Nowadays more than half of the current global population lives 

within 20 km of a river [Small and Cohen 2004]. Intense production by 

dense populations inherently generates large emissions. So 

environmental problems are best studied in deltas, like the 

Rhine-Meuse-Scheldt-North Sea region, one of the most 

industrialised areas worldwide [Raptis et al. 2016], in which I happen to 

have lived, travelled, worked and cooperated for most of my 

life. 



Figure 39. Transport (colour arrows) and transformation (red 
equations) of energy, air, water, mineral, organic and synthetic matter 
in the geosphere, the biosphere (left) and technosphere (right). 

 

From scattered, data-hungry and grid-based …. Cycling of 

substances in the geosphere involves many processes as 

diverse as fine dust deposition from air, metal leaching by 

water and pesticide sorption to soil. Relevant knowledge is 

scattered over substances, sites and disciplines covering, 

e.g., water in cities (hydrology), minerals in nature reserves 

(geochemistry) or pollutants in landfills (environmental 

chemistry). Fate is addressed by splitting areas in 100-1000 

squared grids and differences between media (e.g., air, 

water, soil), distinguishing 2-10 variables for different 

compartments. Parameterisation of these complex models 

requires many data on chemical and physical quantities like 

substance partition ratios and water discharge rates. Such 

information is typically available for abundant minerals and 

(neutral, or ionic) legacy pollutants in densely populated 

catchments. 

… to integrated, data-undemanding and watershed-based 

approaches. Here, we take a different approach. Rather than 

deriving even more separate formulas for each chemical and 

geohydrological quantity, we will apply overarching principles 

[Chapter 5] reconciling equations from hydrology, climatology and 

geology. Nested basins with watersheds as boundaries can 

be flexibly integrated or separated in one-, two- and multi-

compartments models to minimise collection of site-specific 

input data and detailed accounting of squared grids. Scaling 

from molecules to particles and from gully-pond to continent-

oceans yields parameters as a function of size and other 

essential characteristics, reducing data demand and enabling 

consistency checks. The overarching nature of the principles 

derived allows application in a large domain and maximal 

exploitation of data, including natural and synthetic 

substances (e.g., minerals, organohalogens) as well as 

natural and engineered structures (e.g., lakes, reservoirs). 

Ultimately, such an approach allows for easier extrapolation to 

emerging (polar) pollutants and uninhabited regions. 

Figure 40. Real and idealised basins at national, fluvial and global 
scales. 

 

Objectives. In the present chapter, we aim to calculate the 

transport of substances arriving at concentrations to which 

organisms are exposed. To that end, we qualitatively 

describe the cycling of air, water and solids forming structures 

as well as the semi-quantitative trends and gradients of 

sunlight, temperature, rainfall and other quantities providing 

default values for input variables of models [Section 6.2]. In 

addition, we quantitatively model levels of water, solids and 

other substances in basins [Section 6.3] parameterised for 

advection, age, composition and partitioning [Section 6.4- 6.5]. 

 

6.2 Qualitative and semi-quantitative description 

6.2.1 Air 

Light and heat coming in varies periodically and 

episodically. Cycling of air, water, minerals, organics and 

synthetics is driven by solar and geothermal energy, 

generated by the sun and earth's core, respectively. Light and 

heat from the sun is geometrically diluted in space, arriving at 

the outer atmosphere with a flux φs [kJ·m-2·s-1], called the 

solar constant [Figure 39: yellow]. While invariant on a daily basis, 

the solar constant φs varies with planetary and galactical 

cycles, inducing temperature fluctuations [Table 32]. As these 

oscillations are periodic, temperature can, in principle, be 

modelled by a set of superimposed sine functions of time [Figure 

41]. Yet, parameterisation is difficult due to feedbacks. 

Temperature decreases infrared emissions (negative 

feedback) but increases melting of ice, snow and tundras, 

evaporation of water and ignition of fires, thereby reducing 

reflection and increasing CH4 and CO2 release (positive 

feedback) [Brakkee et al. 2008, Sigl et al. 2015]. Episodic events, such as 

volcanic eruptions invoke irregularities. Furthermore, proxies 

such as isotope levels and tree rings may be inaccurate while 

actual measurements may be biased by disturbances, like 

urbanization. Consequently, some studies suggest that we are 

currently in a cooling trend that will last for tens of thousands 

of years, whereas other investigations predict that 

temperatures will remain high [Imbrie and Imbrie 1980, Berger and Loutre 2002]. 
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→ air → organic
→ water → synthetic

atmosphere

biosphere

lithosphere

techno-

spherehydrosphere

SiO2

H2O

H2O+CO2

↑↓

CH2O+O2

H2O+CO2

↑↓

CH2+O2

H2O+ROH←RH+O2

RHsRHaq

O2O3

XO2+H2OHXO3-+H+

CO2

↑↓

H++CO3
-

↑↓

CaCO3

N2N2O

↑↓ ↑↓

R/NH4
+
NO3

-

Belgium
Germany

North Sea

Scheldt

Meuse
Rhine

Pacific

Atlantic
Indian



Table 32. Planetary and galactic cycles determining temperature 
trends [Milankovitch 1941, Jones et al. 1999, Shaviv and Veizer 2003, Figure 41]. 

period ↔ amplitude ↕ cause 

 

1 y ±7 °C earth tilt 

 

11 y ±0.5 °C sun-
spots 

 

100 ky ±5 °C earth 
orbit 

 

135 My ±2 °C galactic 
rays 

 

Carbon dioxide and other dipolar gases increased 

temperature by decreasing heat going out. Temperature T 

[°C] on earth is determined by the difference between 

radiation coming in and going out, called radiative forcing φ 

[kJ·m-2·s-1]. About 30% of the solar irradiance is reflected by 

clouds in the air and 70% is absorbed by land-water [Figure 44: 

yellow]. The energy captured is re-emitted as infrared radiation 

and converted to heat by dipolar gases, in particular carbon 

dioxide CO2, methane CH4, water vapour H2O and 

halogencarbons (e.g., CFC) [Arrhenius 1896]. Atmospheric 

concentrations of these so-called greenhouse gases are 

determined by carbon and water cycles. Short-term variation 

in CO2 levels is largely determined by rapid exchange 

between air, water and plants [Figure 44: brown]. Yet, a small fraction 

is slowly sequestered to inorganic particles [Hemingway et al. 2019]. 

Subsequent burial by mineral cycling, about 3 orders of 

magnitude slower than air circulation, has created vast 

amounts fossil fuels, including oil from marine diatoms and 

coal from swamp trees. CO2 emissions due to deforestation 

have remained at a steady 1% of the total respiration since 

1950 but combustion of fossil fuels has increased to about 

5% [Figure 102, Le Quéré et al. 2009]. As heat fluxes Δφ and logarithmic 

equilbrium constants ln(K) are linearly proportional to 

temperature change ΔT [Equation 53, Section 5.3.1, 5.4], global warming 

also increases logarithmically with CO2 concentrations 

according to ΔT = ΔT2x/ln(2) · ln(C(t)/C(0)) [Myhre et al. 1998]. 

Projections heavily depend on the climate sensitivity ΔT2x 

representing temperature increase after doubling of CO2 

concentrations [Brakkee et al. 2008]. Data suggest sensitivities ΔT2x of 

1.1 for lab (without feedbacks) and 1.3…5.6 for field 

conditions (with feedbacks) [Arrhenius 1896, Etkin 2010, Snyder 2016]. While 

models assume sensitivities of 1.8-5.6 [IPPC 2021], variability 

analyses indicate 1.3-3.1 and recent observations suggest 2.5 

[Forster 2018, Cox et al. 2018, Sherwood et al. 2020, Tierney 2020]. Interference by ozone, 

black carbon, water and land use changes is limited but 

analyses of trends are substantially complicated by cooling 

effects of anthropogenous aerosols over the same period [Millar et 

al. 2017]. In addition, natural feedbacks might be offset by 

economic feedbacks as decreased production by 

temperature-induced damage and mortality outweighs 

increased emissions due to reduced energy efficiency and 

increased heating-cooling [Isaac and Van Vuuren 2009, Woodard et al. 2019]. 

Figure 41. Global temperature ΔT [Royer et al. 2004, Veizer et al. 2003, Hansen et al. 2013], 
carbon dioxide CO2 [Berner 1990, Petit et al. 1999], oxygen O2 (light blue) [Holland 2006], 
sea water level H2O (dark blue) [Hallam et al. 1983 & 1989], maximum species 
mass m (green) [Payne et al. 2009] and clade [Podani 2019] proxies as well as 
temperature fit T = 2·cos(2π/105·(t+5·103) + 5·cos(2π/1.5·108·(t+7·107) 
+ 2.5 versus time and geological era. 

 

Oxygen and ozone probably allowed evolution from small 

to large, simple to complex and aquatic to terrestrial life. 

During the hot Hadean (G: “hell”) era, carbon dioxide and 

water vapour were the main gases in the atmosphere [Figure 41]. 

At the end of the Archean (G: “old”) period, the oxygen O2 

content in the lower atmosphere increased stepwise from 

<0.0002% first to 2% and then to 20%, following the balance 

between photosynthesis by plants and sequestration by 

minerals [Holland 2006, Payne et al. 2009, Lyons et al. 2014]. These oxygen levels 

probably allowed prokaryotes to develop into eukaryotes in 

the Proterozoic and unicellulars to evolve to multicellulars in 

the Paleozoic ("Cambrian explosion") [Catling et al. 2005, He et al. 2019]. 

Oxygen peaks and dips also correspond to maximum sizes 

attained by plants and animals [Payne al. 2011, Hsia et al. 2013] although 

contemporary multicellulars were experimentally 

demonstrated to survive levels of 2% well [Mills et al, 2014]. The 

development of a protective ozone O3 layer and possibly low 

marine O2 levels [Hysia et al. 2013], allowed aquatic organisms to 

adapt to a terrestrial life style [Figure 44]. Over 4.5 billion years, 

the earth has changed from a hot, anoxic and hostile place to 

a mild and fresh home for millions of different species. Yet, 

while deep layers of ground-water and surface water have 

always remained hypoxic, local and global warming, are now 

reducing oxygen levels in water by an average of 2% [Woods et al. 

2022]. Also, halogencarbons reduce of ozone levels causing skin 

cancer in humans and growth reduction in plants, indirectly 

enhancing global warming as well. 

Temperature decreases sinusoidally with latitude and 

linearly with altitude. Light, heat, air, water and minerals are 

not evenly distributed over the earth [Figure 42]. Irradiance 

gradually decreases with latitude [Figure 42: yellow]. At the equator, 
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light intensity per unit of area is highest because sun beams 

arrive perpendicular to the surface. Yet, in the humid tropics, 

insolation and temperature are somewhat decreased due to 

cloud cover [Syvitski et al. 2003]. At the poles, the surface is alsmost 

parallel to the sunbeams, but the 22  earth’s tilt allows sunlight 

to reach the Artic and Antarctic as well. Hence, insolation and 

temperature can be best approximated as a cosine function of 

latitude cos(2·lat) with one period covering 180°. Western 

margins of continents are warmer than eastern fringes due 

ocean currents [Figure 42: red & yellow]. Temperature above land is 

lower than above water [Tardy et al. 1989]. Yet, continents warm up 

faster than oceans because the heat capacity of sand is 

smaller than of water [Table 33]. The Arctic warms faster than the 

Antartic because melting of thin ice layers into water reduces 

reflection and because oceanic currents induce a nett 

northboud transport [Marshall et al. 2014]. Consequently, arctic glacier 

and sea ice cover have decreased over centuries while 

changes in other physical variables are small and questioned 

[Easterling et al. 2000, Oerlemans 2005, NSIDC 2011, Sheffield et al. 2012, http://nsidc.org/arcticseaicenews/]. 

Since absorption of sunlight occurs at ground level, 

temperature falls linearly by altitude at an average of 

0.5°C/100 m [McIntosh and Thom 1981, Syvitski et al. 2003]. The decline is above-

average in the tropics and below-average near the poles. 

Occasionally, temperature gradients are inverted by surface 

radiation and poor mixing causing fog or smog [Figure 43]. 

Temperature in rivers may increase faster in a downstream 

direction because of power plant emissions heating up water 

to levels exceeding those of global warming [Raptis et al. 2016, Kuiper 2016]. 

Figure 42. Global light (yellow), lower (cyan) and upper (white) air, 
freshwater (straight blue), cold (curved blue) and warm (red) saltwater 
fluxes along latitudinal gradients of sunlight [109 kJ·km-2·d-1], 
temperature [°C], wind [m·s-1], precipitation, evaporation [dm·y-1], pH, 
marine and terrestrial plant [10-3kg·m-2·d-1] as well as human [$·d-1] 
production with adjecent soil and vegetation types [Table 33]. 

   

Precipitation decreases sinusoidally with latitude and 

increases with altitude. The global temperature gradient sets 

air cycles between the poles and the equator into motion [Figure 

42: light blue]. Due to the earth’s size however, air does not cycle in 

one but in three cells per hemisphere. At 0° and 60° heated air 

ascends and expands with water vapour to condensating and 

precipitating to large droplets in grey clouds, typical for humid, 

low-pressure areas [Lovegrove 2000]. After arrival at higher altitudes, 

air moves away and descends as dry wind in arid regions at 

30° and 90° characterised by high pressure and clear skies, 

occasionally with white clouds consisting of small droplets. 

From there, air returns, gliding over land and sea while picking 

up moisture. As a result, precipitation is a three-cell cosine 

function of latitude, thus with one period covering 60° [Figure 42: 

dark blue]. Following temperature dependence [Equation 53], the 

amplitude of water turnover decreases exponenentially from 

the equator to the poles, explaining peaks at 0° and towards 

50° rather than 60°. Water also condensates and evaporates 

when air rises and falls by relief rather than heat. 

Consequently, continents are humid at windward and dry at 

leeward sides of mountains. Both latitudinal and altitudinal 

zones are reflected in biomes. In the middle of continents, 

deserts (30°) are in between tropical (0°) and boreal (60°) 

forests, with savannas (15°), steppes (45°) and tundras (75°) 

as transitory intermediates [Figure 42]. Near oceans, grasslands 

are replaced by tropical, temperate and boreal forests. On 

land, plant production [kgww·km-2·d-1] and height [m] are 

therefor proportional to precipitation [dm·y-1]. 
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Wind varies sinusoidally with latitude and along ocean-

continent gradients. In each cell, winds do not blow in a 

north-south plane but deviate in an east-west direction 

because of the earth’s rotation. Winds blow to the east at 0  

and to the west 60°, so that wind speed is a 3-cell sine 

function of latitude corresponding to a period 120° rather than 

60° to cover wind direction as well [Figure 42: light blue]. In addition, a 

superimposed cosine with 45° may be included for the cloud-

induced dip at the equator. At the interfaces of cold and warm 

air striking along each other in opposite directions, wave-like 

rather than straight boundaries occur [Figure 42: white]. At higher 

altitudes, the cells are separated by subtropical (30°) and 

polar (60°) jet streams meandering around the earth from 

west to east in about one week. At lower altitudes, the 

interfaces can be observed as fronts with characteristic 

clouds, moving about two times slower because of friction [Figure 

43]. Jet waves move dynamically across the earth, explaining 

frequent changes of local weather. Occasionally, undulation 

becomes stationary causing long periods of the same 

weather, such as heat or cold waves, droughts and rainstorms 

[Mann et al. 2017]. Whether global warming increases their magnitude 

is unknown [arch.utah.edu, Rhines and Huybers 2013] but their timing alters as 

demonstrated for winter floods delayed by autumn storms and 

advanced by spring melting [Blöschl et al. 2017]. Even more, 

subsequent ozone depletion and suppletion attracts and 

repulses jet streams to and from poles [Banerjee et al. 2020]. In addition 

to these latitudinal gradients, wind also depends on 

temperature differences at continent-ocean interfaces. In 

summer, inland wind is driven from cool oceans to warm 

continents. In winter, patterns are inverse. 

Figure 43. Regional air and water fluxes at cold-warm interfaces. 

 

 

6.2.2 Water 

Moisture on land increases with precipitation and 

decreases with evapotranspiration. Water transport on land 

is driven by latitudinal and altitudinal gradients of temperature, 

precipitation and wind [Section 6.2.1]. Dry air takes up water 

evaporated from lakes and seas and transpired by plants 

[Egholm et al. 2009]. Water collected ascends, cools off and 

precipitates as rain or snow. Most precipitation directly 

returns to the atmosphere by evaporation and transpiration. 

The remaining channels into streams, either by surface flow 

over soil or, after infiltration by subsurface flow through soils 

via combinations draining networks [Savenije et al. 2018]. Water and 

snow first funnels into rivers, lakes and glaciers and then 

spreads over deltas and seas. 
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Table 33. Abiotic quantities simultaneously fitted along idealised latitudinal [°], longitudinal [°] and altitudinal [m] gradients with n cells across the 
world and average±s.d/e. for continentsc, oceanso, Europe and the Netherlands, simultaneously fitted to data. 

variable unit central value + amplitude·cos(n·lat) global (29%c, 71%o) Rhine (EU) Netherlands 51° 

irradiance φ0e kJ·m-2·d-1 a1.4·60·60·24/4·(1-1/4-
1/3)·(1+1/2·cos(2·lat) [La61] 14·103  9.8·103 

temperature T °C 2+28·cos(1.7·lat) + 0.005·alt [Sy03] 15 ≈ 0.29∙8+0.71∙17 [Ta83] 14 11 

precipitation φ0w m·y-1 1 · (1+1/2·cos(3∙2·lat)) · qT
 [Ta89] 1 ≈ 0.71∙1.1+0.29∙0.75 [Ta83] 0.75 0.79 

evaporation φ0d m·y-1 1 · qT
 [Ta83] 1 ≈ 0.71∙1.2+0.29∙0.48 [Ta83]  0.58 

wind φ0a m·s-1 d 0 - 4.5·(1·cos(3·lat)-1/2·cos(8·lat) [KK17] 3  5 

acidity pH  5.5 – 0.02*(φ0w - φ0d) [Pä02] 5.5, 7±2 [Sl16]  7.8±0.7 [Fe12] 

aq. production P kg·m-2·d-1 b φ0e·0.2·0.02·0.5/2000·4/T·qT 6.6·10-3  -6.3±0.55 [Fe12] 

terr. production P kg·m-2·d-1 b φ0e·0.9·0.02·0.5/4000·(φ0w/φ0w+1) 16·10-3   

cadmium log(C)    -6.7± [La08] -10.1±0.41 [Fe12] 

PCB153 log (C) kg·kg-1  -9.7±0.87 [Me03] -7.9±0.42 [Ha10]  

toxicant log(C) kg·L-1 … … … [Ar23] -11…-10±0.5[Fe12] 

asolar constant · conversion to days · fraction not reflected/absorbed by clouds, b irradiance · fraction not absorbed by water · photosynthesis 
efficiency · nett production efficiency / wet energy content · water turnover (marine temperature induced mixing or terrestrial precipitation) based on 
temperature dependence qT with E = 15 (precipitation) … 30 (evaporation) 29 (photosynthesis · 103 kJ∙mol-1 [Fedorenkova et al. 2012, Hauck et al. 2010, Kameda and Kutsuwada 

2017, Landberg 1961, Lautz et al. 2018, Lado et al. 2008, Meijer et al. 2003, Pärtel 2002, Schloss et al. 1999, Slessarev 2016, Syvitski et al. 2003, Tardy et al. 1983, Arts 2023]. 



Figure 44. Global light (yellow), lower (light blue) and upper (white) air, 
cold (blue) and warm (warm) water fluxes along altitudinal gradients of 
temperature [°C], water turnover approximated by water depth 
(105/L[m]) and land height (3300*L[m]-0.5), plant [10-3kg·m-2·d-1] and 
human density [km-2] [Barbarossa et al. 2017, Whittaker 1975, Small and Cohen 2004]. 

 

Mixing increases from subtropical to tropical and 

temperate as well as from mid-ocean to near-continent 

zones. Upon arrival in oceans, water is pushed along 

latitudinal and altitudinal gradients as well. From the equator 

to the poles, upper layers cool and sink down. At 0°, warm 

water is also pushed westbound by trade winds. Near 

continents, water returns to the east either horizontally by 

northbound or southbound branches or vertically by first 

sinking down and then emerging from the deep to the surface, 

esp. at low-latitude eastern shores [Figure 42: red, dark-blue]. Every 2 to 7 

years, during the so-called El Niño episode, this cycle 

reverses, increasing water temperature that induce opposite 

weather conditions on land [McPhaden et al. 2006]. At 60°, circulation is 

opposite due to eastbound winds. In between, at mid-oceanic 

zones of 30°, wind stillness induces stratification. Towards 

90° wind speed also decreases but polar oceans are well-

mixed because of cold water sinking down, here set 

proportional to the inverse of temperature [Table 33]. Although 

these patterns apply to both hemispheres, upwelling near 

continents causes a nett surface transport of heat from the 

Antartic to Artic [Delorme and Eddebba 2016]. Yet, overall, water turnover is 

fast at land-water interfaces as well as at 0° and ≥60  while 

slow at 30° and in mid-ocean or mid-continent zones [Figure 46]. 

Sea level increases steadily. Over millions of years, sea 

levels have varied by hundreds of meters [Figure 41]. Since 1900 

the global average has increased by 1.56±0.32 mm·y-1 with 

increase of mass due to ice melting contributing about twice 

as much as thermal expansion [Frederikse et al. 2020]. Below average 

rates could not be explained (±1900) or attributed (±1940) to 

increased impoundment by engineered reservoirs. Levels in 

North-Eastern basins increase slower than South-Western 

basins due to input of cold freshwater [Frederikse et al. 2020]. 

 

6.2.3 Minerals 

Relief exponentially (normally) distributed along ocean-

continent gradients. While solar irradiance from outside 

determines latitudinal gradients, geothermal convection 

inside the earth governs altitudinal and longitudinal 

differences. Light continental material is floating on a dense 

oceanic crust [Kleidon et al. 2013]. Through much of the earth's history, 

viscous rock has been moving upward above dense regions, 

diverging at trenches in the Pacific and Atlantic Ocean and 

rifts in Africa (30°E, 180°W) [Conrad et al. 2013, Figure 42]. Converging 

near mountains like the Himalaya and Andes, rock subsides 

at East Asia (30°N 120°E) and South America (30°S 60°W), 

lifting opposite layers as well [Figure 45]. Erosion by water and 

pressure by ice restrict the altitude of humid and cold areas 

[Egholm et al. 2009]. If independently and randomly determined by 

upward and downward processes, one expects relief to be 

normally distributed across the earth [Figure 45: pink]. While high 

mountains and deep trenches are indeed rare, elevation is bi- 

rather than unimodally distributed, due to density differences 

in continental and oceanic rock. For continents, height 

decreases exponentially with area, indicating that any 

subsequent increase of elevation becomes (energetically) less 

likely. Similar patterns apply to landscape slopes and 

groundwater tables [Meybeck et al. 2001, Small and Cohen 2004, Fan et al. 2013]. For 

oceans, depth increases near-linearly, confirming that cones 

with a typical slope of about 0.5% represent lakes, seas and 

oceans well [Hendriks et al. 2012]. Globally, landscape slopes ΔH/ΔL 

varied between 0.1% in plains to ≥5% in trenches and 

mountains with a global average of 1…2% [Meybeck et al. 2001, Costello et al. 

2010]. 

Figure 45. Global altitude [m] versus actual and cumulative area [109 
m2] according to data (brown), exponential (green) and linear-conical 
(red) models [Eakins and Sharman 2012]. 

 

Horizon formation varies with precipitation and 

temperature. The transport of minerals at the earth surface is 

driven by the cycling of air and, especially, water [Figure 44: grey]. 

Parent rock desintegrates into pebbles (>50 mm), gravel (2-50 

mm), sand (0.05-2 mm), silt-clay (0.001-0.05 mm), colloids (1-

1000 nm) and ions-molecules (0.01-1 nm) by physical, 

chemical or biological weathering. Water, ice and air erosion 

carry molecules and particles from continents to oceans. With 

decreasing wind and water velocity, minerals sink down and 

deposit as sediment. Subsequent formation of soils may be 
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dominated by turbation of minerals, i.e., erosion-deposition in 

enti-inceptisols of deserts and floodplains), ash precipitation 

on andisols near volcanoes, freeze-thaw in gelisols of tundras 

and swelling-shrinking in vertisols of clayey savannas. If 

turbation is weak, water fluxes drive development. In deserts, 

evaporation dominates and aridisols emerge [Figure 46: right columns]. In 

grasslands and forests, precipitation leads to formation of soils 

layers, called horizons. Dead algae (detritus) or plants (litter) 

accumulate in organic (O) horizon, that is small and aerobic in 

most sediments and soils or large and anaerobic in histosols 

(peat). In young and fertile soils, black humus and clay 

concentrations in upper horizons (A) are high, typically in 

mollisols under temperate grasslands [Figure 46: middle column]. 

Prolonged percolation invokes leaching to the lower horizon 

(B) medium-aged soils, retaining humus, clay and metals in 

boreal spodosols, temperate-subtropical alfisols and 

subtropical ultisols of forests [Figure 46: right column]. Continued 

leaching leaves red iron and aluminium oxides behind, 

sometimes at exploitable levels, in old oxisols under tropical 

rainforests. Shallow (<10m) soil and sediment layers are 

composed of water (1/3) and solids (2/3) of which 10% is 

organic [Figure 68]. Deeper layers (<2 km) contain only 5% to 20% 

water [Gleeson et al. 2015]. 

Figure 46. Global distribution of water, soil (with layers of white, yellow 
or red sand, dark clay or humus), plant and animal types with 
empirical (black margins), average (blue) and theoretical maximum 
(red) boundaries along temperature-wetness gradients in oceans and 
on continents [Lieth 1973, Whittaker 1973, Berdanier 2010, Filser et al. 2016]. 

 

Fertility increases with water and soil turbidity. Since 

primary productivity in various regions is restricted by different 

elements (N, P, Si, Fe, Ca etc.), global analysis of limiting 

factors readily becomes complex. Fortunately, concentrations 

of all nutrients are driven by the same air, water and soil flows 

[Figure 39]. On continents, water and nutrient levels usually 

increase in a downward direction but this gradient is inverted 

near volcanoes. Consequently, human density and 

productivity decrease exponentially with distance to rivers, 

oceans and volcanoes [Small and Naumann 2001, Small and Cohen 2004]. 

Decreased turnover of water (leaching) and carbon 

(desorption) as well as increased mixing of minerals 

(glaciation) cause fertility to increase with latitude [Reich and Oleksyn 

2004, Huston and Wolverton 2009]. Abundant supply of some minerals (e.g., 

P, Mg) by the lithosphere then attracts other elements (e.g., C, 

N) from the atmosphere. While soils are poorer at 0° than at 

60°, increased temperature and precipitation allows tropical 

forests to be more productive than temperate and boreal 

equivalents [e.g. Whittaker 1975, Schloss et al. 1999, but Huston and Wolverton 2009]. In 

oceans, concentrations increase with water and thus nutrient 

turnover too. Mid-oceanic and (sub)tropical (0…30°) zones are 

poor because stratification causes organic matter to steadily 

sink [Whittaker 1975]. Temperate, polar and coastal waters are rich 

because of mixing by wind (0°, 60°), temperature (60 …90 ) 

and salinity differences as well as supply from continental 

vegetation [Huston and Wolverton 2009, De Boer et al. 2010b, Righetti et al. 2019]. 

Consequently, productivity and density of plants increase 

along an altitudinal gradient from mid-oceanic and mid-

continental regions towards land-water interfaces [Figure 44]. Along 

latitudes, plant growth and abundance increases from 30° to 

0° and 60° (on continents) to 60 …90  (in oceans) [Figure 42]. 

Water turnover induced productivity can be modelled in 

oceans as a linear function of temperature differences [Table 29] 

and on continents as a hyperbolic function of precipitation. 

Human productivity peaks at about 40°S…60°N, coinciding 

with zones of both high marine and terrestrial plant densities 

while human density is highest around 30° [Kummu and Varis 2011]. 

Human density (not number) and productivity are unimodal 

functions of annual temperature and precipitation [Small and Cohen 

2004, Burke et al. 2015, Xu et al. 2020]. Major peaks at 13°C and 1 m·y-1 have 

been attributed to physiological and economical restrictions [Xu 

et al. 2020] but may ultimately simply reflect world averages 

encountered by any globally distributed species [Table 33]. At 

smaller scales, human densities may increase with plant 

production as well [Luck 2007]. 

Acidity increases with exposure to non-metal oxides but 

is buffered by metal oxyanions. Soil and water acidifies (→) 

with exposure to oxides of non-metals (X = C, N, S), buffered 

(←) by anions of mono-divalent metals (M+…2+ = K+, Ca2+, 

Mg2+) according to 

Equation 54. 

XO2 + H2O + M+…2+  MXO3
- + H+ 

Buffering depends on the metal composition of the parent rock 

and the amount leached. Consequently, the pH (= -log[H+]) is 

inversely proportional to precipitation [Figure 42: grey]. Nitrogen and 

sulphur oxides have a short residence time, increasing pH 

rapidly and regionally in soils and lakes. Carbon dioxide 

turnover is slow, having increased pH globally in oceans from 

about 7 to 8 over billions of years [Halevy and Bachan 2017] but now 

decreasing once again [Azevedo et al. 2015]. Soil and water pH 

determines the availability of macro- and micronutrients. In 

particular, fertility is reduced in very acid or basic 

0

30

60

90-15

-10

-5

0

5

10

15

20

25

30

la
ti
tu

d
e

 [
°]
 →

←
 t
e
m
p
e
ra
tu
re
 [
°C

]

geli

incepti

molli

[verti]
ocean  …  sea  …  wetland

spodo

1.5+ 0  2               1               0
← depth [km] ← humidity [m∙y-1]

← tree line

oxi

ulti

alfi



environments, due to reduced PO4
3-, K+, Ca2+ and Mg2+ 

concentrations [Huston and Wolverton 2009]. Yet, Ca2+ and Mg2+ silicates 

can be used to capture CO2 by enhanced weathering [Beerling et al. 

2019]. 

 

6.2.4 Pollutants 

Fate depends on transport, transformation and 

partitioning. Pollutants are carried and changed by the same 

processes as described for air, water, minerals and organics 

in the previous sections. Import into and export from a region 

is dominated by advection by air, water, mineral and organic 

cycles [Section 6.2.1, Figure 44]. Gaseous pollutants diffuse between air 

and water by absorption and volatilisation. Substances 

dissolved in raindrops or bound to aerosols may deposit from 

air on land or water. On land, pollutants may run-off via 

surface water, or, after leaching, via groundwater. Molecules 

may dissolve in water or adsorb to particles that are eroded 

or sedimented and eventually buried under new layers. In 

addition to transport, concentrations of pollutants may 

decreases by degradation, such as physical-chemical 

hydrolysis, oxidation and reduction as well as microbial 

degradation under oxic and anoxic conditions. Transport and 

transformation is ultimately determined by the partitioning of 

the substance across different phases, such as air, water, 

solids and enzymes. 

Figure 47. Regional fluxes of substances along fluvial gradients from 
high (red) to low (green). 

 

Concentrations depend on distance to and time of 

emission. Concentrations of pollutants usually decrease 

downstream from sources by dilution. At a global scale, 

emissions are largest at mid-latitudes due to dense human 

populations and intense economic activities [Figure 46: pink]. 

Pollutants are transported towards the poles and equator by 

air, water and, in some cases, organisms [Dachs et al. 1990, Vercoulen et al. 

1997]. At the poles, low temperature and little sunlight reinforce 

condensation from air while inhibiting microbial and 

photochemical degradation [Wania and Mackay 1996, Scheringer et al. 2008]. 

Hence, levels of banned pollutants declining in the temperate 

zone may increase elsewhere because of delayed or 

increased transfer as well as reduced degradation [De Laender et al. 

2011, Dietz et al. 2014]. Overall, concentrations of hydrophobic 

substances mainly transported by water decreased with 

latitude while no gradients were observed for volatile 

compounds rapidly mixed in air [Sobek and Gustafsson 2004]. At fluvial 

scales, emissions trends may also complicate patterns. 

Initially, upstream sections close to the emission tend to be 

more polluted than downstream branches just as riverbanks 

are usually more polluted than distant floodplains [Hendriks 1993]. 

Over time however, pollutants may be washed away from the 

sources to accumulate in sinks, even after emissions have 

been sanitized [Figure 47]. Deep and shallow layers tend to be 

cleaner, representing deposition before and after the emission 

peak but leaching and turbation may disturb this pattern [Hendriks 

1993, Walraven et al. 2014]. Concentrations of substances from industrial 

sources in headwaters tend to decrease with the distance to 

the river, while the reverse may apply to agricultural pollutants. 

In addition, migrating and foraging animals may carry nutrients 

and toxicants in the opposite direction, causing pollution and 

renewal of upstream areas [Krümmel et al. 2003, Swanson and Kidd 2010, Micheluttia et al. 

2010, Schmidt 2010, Vercoulen et al. 2017, Abraham et al. 2022]. 

Concentrations increase and decrease sequentially over 

time. Changes in emissions of pollutants over time generally 

induce similar trends in concentrations monitored [Figure 53], with 

slopes that are about equal [Järnberg et al. 1993, Law et al. 2003, Norstrom et al. 2002, 

Muir et al. 1999, Meybeck and Helmer 1989, Hauck et al. 2010, Comber and Gardner 1999, Alcock and Jones 

1996, Le Quéré et al. 2009, Brown et al. 2014]. Predictions may not be confirmed 

by measurements [Hausfather et al. 2019]. Intercepts may perhaps be 

related to molecular properties and market application. a 

comprehensive overview of concentration-time relationships is 

lacking [PoS/WP1 et al. 20xx]. 

 

6.3 Quantitative idealisation 

6.3.1 Water and solids 

Flow is constant but flux and cross-sectional area vary. 

Despite differences between basins, similarities are evident. 

Of all water precipitated on land most immediately returns to 

air by evaporation from soil, water and leaves and by 

transpiration via plants [Figure 49]. The remaining gradually 

infiltrates wide layers of soils, rapidly runs through narrow 

rivers into vast lakes and seas to, finally, slowly evaporate into 

the air again. While water flux φ [dm3·m-2·d-1] and cross-

sectional area A [m2] thus vary, the total flow F [dm3·d-1] 

remains the same F = φ·A. Since flow depends linearly on 

differences in height H [Table 29], we infer from Equation 46 that 

the discharge F in basins is a function of the volume V [dm3] of 

the lake or sea to which it drains as 

Equation 55. 
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Flow increases with landscape slope ΔH/ΔL [m·m-1] and 

decreases with resistance R [d·m-1] [Section 5.3.3]. The total 

resistance R in the water cycle consists of a sum of delays 1/γj 

[d∙(m3)-κ] due to precipitation and evaporation as well as to 

frictions ρj [d∙(m3)-κ] encountered when running through 

channels or percolating through cracks. All resistances 

change with temperature according to the dependence qT 

[Equation 53]. Since water body Ab and catchment Ac surface area 

are linearly proportional to each other as Ab/Ac = 0.005 river … 

0.05 lake,sea [Dowing et al. 2012 Hendriks et al. 2012], the area of the catchment 

Ac scales to the volume of the water V as Ac = ψAV/(Ab/Ac)·V1-κ 

[Section 5.2]. Consequently, rate constants k = F/V are slope, 

resistance, size and temperature dependent as well. Equation 

54 allows one to study non-equilibrium water levels in 

differently sized basins, e.g., after prolonged droughts or 

heavy rains, analogously to those of substance concentations. 

Yet, with our focus on concentrations, we mainly use Equation 

54 for estimating equilibrium turnover of water and solids 

carrying substances. 

Density is inverse to area. Following the equivalency rule 

[Section 5.3.3], the number N of lakes, rivers or mountains of a 

given size is expected to be inverse to the water or mineral 

flow each passes on as N ~ 1/F. Since flow scales to length 

and area as F ~ L½ ~ A, numerical density theoretically 

decreases as N ~ L-½ ~ A-1. Equation 55 can be applied to any 

section of the water or mineral cycle. Yet, transport of water 

vapour (e.g., in atmospheric rivers), groundwater (e.g., in 

drainage trenches) [Savenije 2018] and saltwater (e.g., in oceanic 

currents) is difficult to demarcate and quantify. Hence we 

focus on channel flow. 

 

6.3.2 Substances 

Concentration change depends on transport and 

transformation. Filling substance concentrations ΔC rather 

water level H differences in Equation 46 [Table 29], concentration 

change dCi/dt in compartment i due to exchange with another 

compartment j, equals 

Equation 56. 

dCi

dt
=

ΔC
R

∙A

V
=q

T
·

Cj - 
Ci

Kij

Σ1/γ
i
+ρ

i

∙V
-κ
=kj→i⋅Cj -(ki→j+ki+ki,r)⋅Ci=E/V-Σki,ex⋅Ci 

Compartments i and j can represent any set of media, e.g., 

soil-soil or soil-water combinations. In addition, the equation 

can be extended to include more compartments, such as air. 

Differences in affinity for compartments i and j are accounted 

for by the partition ratio Kij. Similar to the flow of water itself 

[Section 6.3.1], the total resistance R encountered by substances 

can be broken down to delays for advection 1/γi and 

frictions during diffusion ρi at interfaces of i and j, each 

depending on temperature by qT 
[Equation 53]. Input kj→i·Cj from 

compartment j can be subsituted by or supplemented with an 

emission E/V into the system. Output is calculated as the 

sum of the rate constants Σkij including diffusion to j ki→j, 

advection by i ki and degradation kr,i in i. Advection, esp. of 

water kw, is relatievely easy to estimate [Section 6.4]. By contrast, 

degradation can only be anticipated at the order of magnitude. 

Half lives τ50 = ln(2)/kr,i for breakdown range from hours to 

days in air, days to weeks in aerobic water and weeks to years 

in anaerobic soil [Section 7.9]. 

Figure 48. Substance concentration in a system [kg·L-1] versus time 
[d] modelled by a one-compartment tank with constant (grey arrows) 
and no (blue arrows) input. 

 

One compartment with singular or constant input. 

Integrating Equation 56 yields concentration C(t) as a function 

of time t with input E [kg·d-1] as 

Equation 57. 

Ci(t) = 
E/V

Σk
 ∙ (1-e-Σk⋅t) + Ci(0) ∙ e

-Σk⋅t 

This (quasi-) one compartment model can be applied to abiotic 

systems, if partitioning over phases (e.g., air, water, solids) is 

(near-) instantaneous compared to exchange with the 

environment [Table 34]. For a singular (pulse) loading of a closed 

system, the ratio of input E [kg·d-1] and output Σk [d-1] 

collapses to E / Σk ~ Σmi = Σ(Vi·Ci) indicating that the total 

mass Σmi [kg] released equals the sum of the products of the 

volume Vi [L] and concentration Ci [kg·L-1] in each phase i. We 

can obtain the concentration in each medium as Ci = Σmi / 

Σ(Vi·Kiw), where the ratios Kiw = Ci/Cw represent the 

instantaneous partition between each phase and the reference 

water [Section 6.5]. Such a level I modelling [Table 34] is often used for 

global risk assessment of new substances. By contrast, for 

level II one may estimate concentrations of substances in 

regional and open systems that receive a constant 

emission E [kg∙d-1] and remove substances linearly by 

advection ki>0 and degradation kr,i>0. There, the equilibrium 

concentration equals Ci = E/Σ(kj+kj,r)∙Vi∙Kiw. 
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Table 34. Steady and transient states [Mackay 1979]. 

state I equilibrium closed II equilibrium open III-IV (non-)steady 

input →[] singular Σmi 
a+w+s constant E a+w+s… variable E a,w,s 

transfer[↔] instantaneous a↔w↔s gradual ki→j 

output []→ none advection ki & degradation kr,I 

dCi/dt 0 E - (ki+kr,i) · Vi · Ci Ei / Vi - Σki · Ci 

C() Σmi ∙ Kiw / Σ(Vi·Kiw) E / Σ(kj+kj,r) ∙ Vi∙Kiw - [Ei / Vi] · [ki]
-1 

 

   

Two compartments. If the exchange between two media (or 

sites) is slow rather than instantaneous, phases have to be 

regarded as different compartments. Considering E/V or Ci-1 to 

be variable rather than constant effectively adds a second 

compartment to Equation 56. These two-compartment series 

can still be solved analytically to describe bi-phasic input or 

output, involving exchange of a slow and rapid compartment 

[Equation 31]. Examples at the microscopic scale include rapid 

diffusion followed by slow sorption to particles, rapid (physical) 

volatilisation and slow (bio-chemical) degradation or sorption 

of hydrocarbons to sediment by weak inter-molecular 

interactions and strong intra-molecular bonds [Hill and Schaalje 1985, 

Cornelissen et al. 2005b, Hauck et al. 2007]. At the macroscopic level, bi-phasic 

input occurs after a single spray of pesticide on a field 

gradually leaching into a ditch while decontamination of a lake 

may include rapid and slow removal from surface water and 

sediment respectively. 

Several compartments. If exchange between several media 

(or sites) is slow compared to intra-media transport and 

transformation, one builds multi-compartment models by 

connecting single compartment models. Such level III and IV 

models with compartment-specific emissions Ei and 

continuous intermedia transfer can be solved analytically 

with matrix algebra of the kind [VCi] = - [Ei] · [ki]-1 [Section 4.6]. 

 

6.4 Advection rates 

Air flow rate. While air transport may also have network-like 

characteristics, wind is usually considered to cross regions as 

a uni-directional flow through a well-mixed cylinder [Brandes et al. 

1996]. Consequently, flow can be simply described as a function 

of area and volume as F = ka∙Va = φ0a/(A∙π/4)½ ∙ A∙La, = 

φ0a∙A½∙La / 2π½, with wind speed φ0a and atmosphere height 

La [Table 33]. 

Channel water flow rate increases allometrically with 

catchment area. Empirical evidence underpinning Equation 

55 for channel run-off is abundant. Average river discharge 

and lake inflow scaled allometrically to catchment area as F ~ 

φ0w·Ac
0.8…1.4, with exponents covering the theoretical value of 

1 [Figure 50]. The global runoff of φ0w = ⅓ ∙ 0.75 m∙y-1 ≈ 0.7 

dm3∙m-2∙d-1 [Figure 49] is the middle of the range observed for 

intercepts in arid to humid regions [Figure 50]. Slopes for 

maximum water discharge tend to be gentler [Rodriguez-Iturbe and Rinaldo 

1997, Burgers et al. 2014]. Flow over perimeters F/L theoretically 

increases with distance L from the source, explaining why 

edges of continents and islands are wet(ter) and rich(er) than 

centres. 

Channel water flow rate increases allometrically with 

body area and volume. Discharge into lake or sea scales to 

water body area as F ~ Ab
0.8…1.0 and volume as F ~ Vb

0.6…0.8, 

covering the theoretical exponents of 1 and ⅔, respectively 

[Equation 54, Hendriks et al. 2012]. Direct data for rivers are not available. 

However, combining various regressions suggests that 

discharge increases with river area and volume as F = 

8.0∙10-6∙A1.1 and F = 3.0∙V0.86 [Hendirks et al. 2012.xls]. Indirectly, a 

similar relationship was obtained for residence time [Soballe and 

Kimmel 1987]. Since engineered water bodies scale to catchment as 

Ab ~ Ac
⅔, inlet in reservoirs is proportional to Ab

3/2 and Vb [Figure 

50]. Water use by inhabitants is linearly proportional to city 

volume, so that waste water outlet is expected to scale to city 

volume Vb and area Ab as F ~ V ~ Ab
3/2. Since discharges from 

islands and continents increase with area as F ~ A ~ L2 and 

coast-line lengths increase with L, water flow is expected to 

increase from mountain to sea by L2/L. 

Figure 49. Typical water, mineral and organics fluxes in a basin [Whittaker 

1975, Tardy et al. 1989, Oki and Kanae 2006, Montgomery 2007, Jasechko et al. 2013, Good et al. 2015]. 

 

Mineral flow rate increases geometrically with basin area. 

In contrast to water, mineral flow was observed to scale to 

catchment area as Ac
0.4…0.6 [Syvitski et al. 2003]. Slopes around ½ 

suggest geometric dispersion from mountains, depending on 

the mean travel distance L [m] or height decrease dH/dt·A 

[m·d-1·m2]. Alternatively, complex explanations may apply [Sinclair 

and Ball 1996, Syvitski et al. 2003]. Natural mineral retention can only locally 

combat subsiding coastal plains but antropogenic deposition 

may be a viable alternative for larger areas [Koster et al. 2020]. 
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Figure 50. Water and sediment discharge F [kg∙d-1] versus catchment 
area Ac [Syvitski et al. 2007, Hendriks et al. 2012, Burgers et al. 2013]. 

 

Groundwater flow rate scaling yet unclear. Groundwater 

flow rates have not directly been linked to aquifer size. Yet, if 

density N of lakes and aquifers both scale inversely to area A, 

one expects residence time τ to scale to their volume V as τ ~ 

V/F ~ V⅓ ~ N-½. Empirically, occurrence of turnover time τ (≈ 2 

∙ residence time) was exponentially distributed [Befus et al. 2017]. Yet, 

if flows of surface and subsurface water are about equal [Figure 49] 

and groundwater velocity is about 104 times smaller than 

surface water speed [Oki and Kanae 2006], the cross-sectional area A = 

F/v occupied by groundwater would be about 104 larger. 

Water circulation depends on lake, sea, ocean size and 

temperature. [Smeulders 2023]. 

External resistance. The lag experienced at the inflow into 

the basin equals the inverse of precipitation 1/φ0w. Data and 

other models indicate that surface runoff depends on 

precipitation in a linear or a parabolic way [Tardy et al. 1989, Burgers et al. 

2014, Yu et al. 2015, Barbarossa et al. 2017]. A linear function implies the fraction 

pr,p ≈ ⅓ of the rain or snow running off to be independent of 

the amount of precipitation. Yet, a quadratic relationship 

indicates the fraction running off pr,p to increase linearly with 

precipitation as pr,p ≈ 0.36·φ0w [Barbarossa et al. 2016]. 

Internal resistance. In addition to precipitation, run-off in the 

basin itself also determines the water turnover in a system. In 

turbulent surface water, velocity v increases theoretically with 

terrain incline ΔH/ΔL as v ~ (ΔH/ΔL)½ [Table 29], close to the range 

of (ΔH/ΔL)0.46…0.49 observed for river discharge [Leopold and Langbein 

1962, Barbarossa et al. 2017]. In laminar subsurface water speed 

increases as v ~ (ΔH/ΔL)1. Filling in typical values for 

landscape slope (1%), surface roughness (0.03±0.01) and 

river depth (100.2±0.5), the classic equation for open channel 

flow [Manning 1891] yields v = 1/0.03±0.01 · (½·100.2±0.5)⅔ · (1%)½ 

m·s-1 ≈ 1...5 m·s-1. By definition, flux equals velocity for water 

[Section 5.3.1]. So, the additional delay caused by friction equals the 

inverse of the coefficient equals to about 

1/(1/0.03±0.01·(½·100.2±0.5)⅔) s·m-1 ≈ 10-7…-6 d·m-1. Likewise, 

laminar groundwater travels at a speed of v = 1/103…6·(ΔH/ΔL) 

m·s-1 = 10-5…-8 m·s-1 for sandy to clayey soils [Darcy 1856]. The 

corresponding delay is about 103…6 s·m-1 ≈ 10-2…1 d·m-1. In 

adition, internal resistances may vary as a function of human 

interventions. Despite increased erosion, global sediment 

discharge has decreased due to increased retention within 

reservoirs [Syvitski et al. 2005]. 

Water and mineral flow rates increase exponentially with 

temperature. Water and mineral flow rates increase with 

temperature by a factor of qT = eE/R(1/T+273-1/293) [Equation 53]. Lab 

evaporation and condensation as well as short-term field 

evaporation and precipitation suggest an enthalpy value of E ≈ 

50 kJ·mol-1, equivalent to 7%/°C [Table 33]. Yet, models and other 

data suggest E ≈ 20 kJ·mol-1 corresponding to 3%/°C. The 

temperature quotient qT may be applied to across space, 

explaining why, e.g., tropical precipitation is about two times 

higher than temperate rainfall [Table 33]. Over time, precipitation 

have been observed to increase by 8% increase following a 

temperature rise of about 1°C [Durack et al. 2012]. River floodings and 

oceanic wind speed increased by the same amount [Milly et al. 2002, 

Young and Rbald 2019]. Whether these increases also cause more or 

less droughts is currently unknown. Droughts have been 

shown to increase pollution by an order of magnitude in rain 

fed river but regional streams were buffered by a large inflow 

from groundwater and wastewater treatment plants [Van Vliet and 

Zwolsman 2008, Wilbers et al 2008, Hamers et al. 2015]. 

Residence time and lifespan (in)dependent of area. Just as 

digestion times are reciprocal to ingestion rate constants, 

residence times of water, sediment, isotopes, nutrients and 

toxicants in lakes, rivers, aquifers and organisms are simply 

the inverse of the flow rate constants. Analogously, one 

expects lifespan of lakes themselves to scale as τ ~ V⅓ ~ A½. 

Yet, empirical confirmation is limited and ambiguous. 

Regionally, riverine lakes lifespan was not correlated to lake 

size [Van Geest et al. 2013] but globally, age increased with area, as 

expected, according to τ ~ A0.48 [Hendriks et al. 2012.xls]. 

 

6.5 Partition ratios 

Partition ratios for organic molecules describe 

distribution over media. Organic substances partition over 

air, water and organic matter, the represented by the 

surrogate octanol. Hence, the air-water Kaw, octanol-air 

Koa=1/Kao and octanol-water Kow concentration ratio together 

determine the “chemical space” of a substance: where it is 

stored and how it is transported [Figure 51]. For instance, carbon 

dioxide partitions about equally across air, water and soil (Kow 

≈ Koa ≈ 10, Kaw ≈ 1), water mostly stays in water (Kaw ≈ 10-7, 

Kow ≈ 10-2) while atrazine somewhat (Kow ≈ 102) and 

benzo(a)pyrene largely (Kow ≈ 105) reside in octanol Koa ≈ 

1011). Air-water partition ratios can be accurately obtained 

from measurements of vapour pressure and solubility. 
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Octanol-water partition ratios can be measured as such or 

calculated from the chemical structure of the substance [Section 

7.7]. In addition to true liquids, solvents may also represent solid 

materials. So, octanol can serve as a surrogate for, e.g., 

sorption of neutral substances to organic matter. Yet, 

monovalent and divalent cations ions may adsorb to solid 

matter with a partition ratio of 105 to 107 [Briggs 1991]. 

Figure 51. Octanol-air Koa, air-water Kaw and octanol-water Kow 
partition ratio of substances, with examples of carbon dioxide, water, 
atrazine and benzo(a)pyrene [X.slx]. 

 

Partition ratios for inorganic ions describe distribution 

over media. Solid-water and organism-water concentration 

ratios Ksw of elements increase with atomic number from 3 

(light metals) to 5 (heavy metals) orders of magnitude [Figure 52, 

Allison and Allison 2005]. Actual values depend on competitive 

interactions with soil particles (organic matter, clay) and 

substances (H+, O2, S, NH4
+, PO4

-, metals etc.), accounted for 

by complex models like WHAM, MINTEQA2 and 

ORCHESTRA [e.g., Christensen et al. 1999, Meeussen 2003, Le and Hendriks 2014a]. 

Correlating model output to input, one obtains the 

concentration dissolved as a transfer function of the amount 

adsorbed and the dominating physical-chemical conditions 

[Bootsma and Vink 2016], preferably confirmed by measurements [Lee et al. 

1996, Sauve et al. 2000]. These functions may also reflect Freundlich 

kinetics with aqueous concentrations C0w (near-)linearly 

increasing with levels bound to solids C0s as C0w ~ C0s
0.5…2 

[Groenenberg et al. 2012, Le and Hendriks 2014a] and (sub-)linearly decreasing 

with organic matter content pOM
0…-1 and pH0…-1 Le et al. 2014a, 

Bootsma and Vink 2016]. Differences in affinity between metals are 

related to the several proporties, in particular, the covalent 

index 2r [Figure 38]. Ignoring interaction with other substances, 

solid-water partitioning can typically described as Ksw ≈ 

1.8·e2·2r·√(10pH·pOM) [Ksw.xls]. Even simpler but often at least as 

accurate, values for oxic conditions relevant to organisms may 

be measured in situ or derived from monitoring programs [Van der 

Kooij et al. 1991, Crommentuijn et al. 1997, Vink 2002, 2009, Nolte et al. 2020c&d]. Partitioning is 

different in anoxic sediments and groundwater, important for 

transport. Since solid-water partition ratios (≈103…5) [Figure 52] and 

water versus mineral cycling rates (≈104) [Figure 50] are in the 

same order, of magnitude both aqeous and adsorbed fraction 

contribute substantially to the distribution of elements. 

Particulate interactions ….. While molecules and ions may 

partition between a “dissolved” and a “sorbed” state, 

particulates may be dispersed in air or water as well attached 

to other or aggregated with the same particles. As the fate of 

these colloids is not described well by their state of the 

thermodynamic equilibrium, concentrations may be calculated 

from complex equations for attachment, aggregation, 

deposition and other rates [Meesters et al. 2013, 2014]. Fortunately, all 

processes together may still yield regular distributions [Meesters 

2016], just as noted for natural particulates. Particulate matter in 

water mainly consists of iron oxyhydroxide, calciumcarbonate, 

silica, clays and polysaccharides [Buffle and Leppard 1995]. The global 

ratio of the intercepts of 4/5∙0.000025 for mineral and of 

⅓·⅓·0.75 for surface water runoff [Figure 49] implies that river 

water contains, on average, 0.02% minerals. Particulate 

matter (PM) contents ranged from 0.002% in lowland rivers 

and lakes to 2% in mountain streams, with a global median of 

indeed 0.02% as well as from 0.0002% offshore to 0.05% near 

coasts [Meybeck et al. 2003, Fettweis and Lee 2017]. Along these ranges, the 

fraction particulate organic matter (POM), usually decreases, 

typically from about 40%∙PM to 4%∙PM [Fettweis and Lee 2017]. Hence, 

risk assessment in deltas, such as of the Rhine and Meuse, 

may be based on typical loads of PM = 0.003% with a 

POM/PM of 20% [Van der Weijden and Middelburg1989, Van der Kooij et al. 1991]. 

 

6.6 Densities and areas 

Density of land and water structures decreases 

allometrically with area. Abundance of clouds, rivers, lakes, 

impoundments, reservoirs, aquifers and catchments in a 

region decreased with length or depth L-0.5…-0.6, area A-1.0…1.5 

and volume V-0.8 [Downing et al. 2006, Koren et al. 2008, Downing et al. 2012, Hendriks et al. 2012, 

Fan et al. 2013, Messager et al. 2016]. Likewise, abundance of islands, ice 

floes, volcanoes and mountains diminished with their surface 

area as A-0.6…-1.2 [Mandelbrot 1975, Dinesh and Ahmad Fadzil 2007, Chahine 1992, Gherard and 

Lagomarsino 2014]. Deviations from L-½ and A-1 can be attributed to 

anomalies at the end of the size range (e.g., oceans) and to 

anthropogenic influences (e.g., reservoirs). While densities do 

not indicate where a structure can be found, relief may be 

approximated by sine functions to indicate where depressions 

and elevations with lakes, aquifers etc. are found [Toth 1962]. 

Areas of water and land structures scale proportionally to 

each other. As numerical density N and area A scales as N ~ 

A-1, the total surface area of all water bodies is independent of 

area min(A)
max(A)∫NdA = min(A)

max(A)∫A-1dA = [c]. The inverse 

relationship also implies that areas of different structures are 

proportional. Indeed, the surface area of a river or lake Aw is 

proportional to that of the basin Ab it drains. As a result the 
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fraction of continents covered by water Aw/Ab is size-

independent, varying from around 0.005 for rivers 0.05 for 

lakes, 1 for seas and 0.71/0.29 = 2.4 for oceans [Downing et al. 2006 & 

2012, Hendriks et al. 2012, Allen and Pavelsky 2018]. Catchment area A [m2] is 

modelled to scale to water volume V [m3] as A = 1.5·103·V2/3, 

while data indicate A to equal 1.3·103·V0.66 for lakes and 

20·V0.77 for rivers [Hendriks et al. 2012.xls]. So, area and volume of rivers 

is about one order of magnitude lower than that of lakes. 

Total channel density L/Ab depends on texture [Rodriguez-Iturbe and 

Rinaldo 1997]. 

 

6.7 Concentrations 

Element abundance decreases exponentially with atomic 

mass. The abundance of isotopes of the same elements, 

particles of the same class and individuals of the same 

species tend to be unimodally distributed [Table 33] but their peaks 

and total amounts decrease with size in a regular way. 

Following nuclear binding energies E, abundance of elements 

is expected to decrease exponentially with atomic mass [Equation 

51]. Indeed, log concentrations of atoms in the universe 

decrease linearly with their weight at least up at mass of 100 

g·mol-1 [Figure 52, Alpher and Herman 1953]. Outliers are noted for 56Fe with a 

specific favourable energy setting [Figure 52: peak] and for 7Li, 9Be 

and 11B not produced by stars [Figure 52: dips]. In the earth's crust, 

above-average levels are noted for elements that readily bind 

to oxygen and sulphur, in particular 26Si, 27Al and 56Fe. Below-

average values refer to transition metals with a density, such 

as 195Au and 197Pt, which tend to sink into the inner earth. The 

concentration of elements in water decreases faster with size 

than those in solids and biota. As noted for macroscopic 

objects [Figure 35], atomic concentrations and isotope half-life both 

decrease exponentially with size [http://periodictable.com/Properties/A/HalfLife.html]. 

Figure 52. Element abundance C [kg·kg-1] versus atomic mass M 
[g·mol-1] as C = 10-6…-3·e-0.08±0.01∙M ranging from water to air and solids 
[Emsley 1998, Lide 2005]. 

 

Compound abundance in- and decrease (near-

)exponentially with molecular mass. Concentrations of 

compounds detected in water and bio-mimetic discs as well as 

number of compounds occuring in environmental and human 

databases are an optimum function of molecular properties 

with (near-)exponential curves on both sides with slopes 

similar to those noted for partitioning and toxicity [Figure 53]. 

Likewise, emissions of substances decreased by e-0.01·M [Section 

10.4]. A normal rather than power or exponential relationship, 

may also reflect measuring limitations or functional optima. 

Figure 53. Idealized occurrence of substances in rivers and humans 
versus their octanol-water partition ratio Kow and molecular mass M 
with C ~ e±0.005…0.01·M [Hendriks et al. 1994, Van Stee et al. 2002, Kirchmair et al 2013]. 

 

Particle densities decrease hyperbolically with particle 

mass. Densities of both dead and living particles decrease 

with diameter L and mass M as N ~ L-3.0…-4.1 ~ m-1.0…-1.4 [Sheldon et 

al. 1972, Buffle and Leppard 1995, Rosse and Loizeau 2003, Meesters et al. 2015, Buseck and Adachi 2008, c.xls 

> Dirks 2023]. The intercept depends on chemical properties 

(formation, degradation), geohydrological features (advection) 

and economic characteristics (human population density, 

economic production), varying over time and across space 

[Buseck and Adachi 2008]. 

Figure 54. Concentrations of atoms to particulates versus size for 
natural and anthropogenic (background/added elements, NPs, MPs, 
PM), organic and mineral substances in air, water, sediment and soil 
[Emsley 1988 … Sheldon 1972 > Dirks et al. 2023]. 

In general, concentrations of substances ranging from atoms 

to particles is an optimum function of size within and an 

exponential function across classes. Just as density of 

organisms with and across classes. 
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7 BIOSPHERE I. ORGANISMS 

Kinetics of substances in organisms involves physical transport and biochemical transformation. In the previous chapter, 

we have obtained models for air, water and soil. In the present chapter, we study substances in organisms [Section 7.1]. We 

qualitatively describe flows of natural and synthetic substances through cells and individuals [Section 7.2]. We quantitatively focus on 

transport and transformation in idealised organisms using (combinations of) one-compartment "tank" models [Section 7.3]. External 

advection (e.g., water in lungs) and internal distribution (e.g., nutrients by sap or blood) is expressed by rate [Section 7.4] and 

corresponding time [Section 7.5] constants related to organism size. The concentration of substances achieved also depends on the 

composition of organisms [Section 7.6] and on the partition ratios of substances [Section 7.7] determining diffusion through aqueous 

cytosols, permeation through lipid membranes and transfer by proteins [Section 7.8]. In addition to physical-chemical transport [Section 

7.4-7.7], substances may undergo bio-chemical transformation decreasing their hydrophobicity to facilitate excretion by water [Section 7.9]. 

 

7.1 Introduction 

Organisms consist of substances. Throughout biological 

evolution, carbon, oxygen, nitrogen, phosphorus, "light" 

metals and other small but abundant elements recruited as 

essential elements to build life [Table 35]. Non-essential 

elements, such as Cd, Hg and other "heavy" metals are 

usually kept away from vital processes and primary 

metabolites, including lipids, carbohydrates, proteins, nucleic 

acids, vitamins and other substances engaged in metabolism. 

Secondary metabolites, not directly involved in metabolism, 

may serve as toxins deliberately weaken pathogens, hosts, 

parasites, prey and predators. Up to 10% of organism mass 

may consist of toxins and the deadliest of all, botulin, requires 

only 10-12 kg·kg-1 to kill [Williams and Nesse 1991]. In addition to these 

natural substances, numerous synthetic compounds have 

been manufactured throughout our technological expansion. 

Synthetic substances may sneak in from obscure and distant 

sources via unexpected pathways to become toxicants. 

Organisms contain up to 0.001% toxicants. The deadliest 

toxicant, the dioxin congener 2,3,7,8-TCDD is already lethal at 

10-8 kg∙kg-1 [Hendriks et al. 1998]. Biotic and xenobiotic substances 

are transported and transformed in organisms by the same 

processes, known as absorption, distribution, metabolization 

and elimination (ADME). For instance, oxygen, carbon dioxide 

and volatile organic compounds (VOC) are carried by the 

same air, sap and blood flows in plants and animals [Steyaert et al. 

2009, Veltman et al. 2009]. Even more, compounds used for different 

purposes but with related chemical properties behave 

similarly. Permeation of lipids and perfluoro-compounds 

through biological membranes both depend on the lengths of 

fatty chains [De Vos et al. 2008]. Essential metals, such as Zn2+, and 

non-essential ions, such as Cd2+, share the same protein 

channels when entering cells [Loos et al. 2009]. In fact, the distribution 

of chemical properties such a size and polarity across 

substances is remarkably similar for natural and synthetic 

compounds [Figure 53]. So, life is supported by beneficial 

compounds (oxygen, water, nutrients etc.) and threatened by 

detrimental substances (toxins, toxicants). Estimating how 

much of “good” and “bad” compounds end up in organisms 

allows for a fascinating insight in biological and technological 

evolution, literally at the interface of life and death. 

Table 35. Substances in organisms related to origin and effect. 

origin biological evolution technological expansion 

 natural, (a)biogenic synthetic, anthropogenic 

general biotic xenobiotic 

beneficial nutrients pharmaceuticals 

detrimental toxins toxicants 

From scattered, data-hungry, statistical and in vivo …. 

Cycling of substances in the biosphere involves processes as 

diverse as metabolization of waste by bacteria, translocation 

of metals in plants and membrane permeation of fatty acids in 

animals. Relevant knowledge is scattered over substances, 

species and disciplines, covering, e.g., nutrients (physiology), 

pesticides (toxicology) or drugs (pharmacology) in plants, 

animals and humans [e.g., Suter 2004]. In vivo tests with vertebrate 

species are increasingly replaced by in vitro (e.g., ligands, 

liposomes, organoids, organs) and primitive (e.g., 

Caenorhabditis elegans, Drosophila melanogaster) 

alternatives [Coecke et al. 2013, Minekus 2015, Paini et al. 2019]. Qualitative 

analogies between substances and between organisms allow 

"read across”, extrapolation from PCB155 in salmon to that of 

the structurally related congener PCB153 in the taxonomically 

related trout. In addition, accumulation and toxicity can be 

statistically correlated to molecular descriptors in so-called 

Quantitative Structure Property Relationships (QSPRs) and 



Quantitative Structure Activity Relationships (QSARs), 

respectively [Hansch et al. 1962]. Likewise, toxicity can be linked to 

taxonomic relatedness in Interspecies Correlation Estimations 

(ICE) [Raimondo et al. 1997]. The predictive power of QSP/ARs can be 

marginally (~ 10%) improved by machine learning techniques 

but the loss of interpretability may be considered not worth the 

gain [Shoombuatong et al. 2017], the more so if coefficients allow for 

physical interpretation [OECD 2007, Todeschini and Consonni 2008]. Advanced 

models for internal concentrations mechanistically explain 

partition between phases (e.g., aqueous, fatty), distribution 

between organs (e.g., blood, liver) or accumulation in trophic 

levels and taxa (e.g., plants, herbivores) by 2-10 

compartments and accompanying variables [Hendriks et al. 2005, Lautz et al. 

2020]. Response tools typically describe interaction with 

phases, damage to organs and hazards for trophic levels and 

taxa by different parameters. Yet, information for such models 

may only be available for common nutrients, (neutral) legacy 

pollutants or drugs and standard species (esp. guppy, rat). 

… to overarching, data-undemanding, mechanistic and in 

vitro/silico approaches. Here, we take a different approach. 

Rather than deriving even more separate formulas for each 

quantity, we apply overarching principles [Chapter 5] to reconcile 

equations developed in physiology, toxicology and 

pharmacology. Pathways (e.g., advective-diffusive transport), 

phases (e.g., lipid-protein) and organs (e.g., slow-fast 

perfused) can be flexibly integrated or separated in one-, two- 

and multi-compartments models to minimise collection of 

specific input data. Scaling from molecules to particles and 

cells to organisms yields parameters as a function of size and 

other essential characteristics, reducing data demand and 

enabling consistency checks. The overarching nature of the 

principles derived allows application in a large domain and 

maximal exploitation of data, including natural and synthetic 

substances (e.g., nutrients, toxicants) as well as natural and 

cultured species (e.g., rat, otter). Ultimately, such an approach 

enables easier extrapolation to emerging (polar) pollutants, 

wildlife and farm species as well as untested human 

subgroups. 

Objectives. In the present chapter, we therefore aim to 

calculate transport and transformation of substances arriving 

at tissue mass and concentration in organisms. To that end, 

we qualitatively describe the exchange of air, water and other 

substances in organisms, known as kinetics ("what an 

organism does to a substance”) [Section 7.2]. In addition, we 

quantitatively model levels of air, water, oxygen, tissue and 

other substances in organisms by (combinations of) one-

compartments models [Section 7.3] with advection rate constants 

[Section 7.4], residence time (age) [Section 7.5], composition [Section 7.6], 

partitioning ratios [Section 7.7] and exchange efficiencies [Section 7.8] as 

parameters. Next to physical-chemical transport (L: “carry 

across”) [Section 7.4-7.7], substances may undergo bio-chemical 

transformation (L: “form across”) [Section 7.9]. Knowledge of 

kinetics [Chapter 7] prepares us well for addressing “what the 

substance does to the organism” also called dynamics [Chapter 8-

9], including lab-field, in vitro-in vivo, acute-chronic, route-to-

route, intraspecies and interspecies extrapolation. 

 

7.2 Qualitative description 

7.2.1 Cells 

Element role decreases with mass. As element 

concentrations in both non-living and living systems decrease 

exponentially with atomic mass, life has apparently chosen 

abundant elements for metabolism [Figure 52]. Cells mainly 

consist of non-metal (C, H, O, N, P, S, Cl) and metal (Na, Mg, 

K, Ca) macro-elements in period 2-3 and 3-4 of the periodic 

table, respectively [Table 36]. Micro-elements (e.g., Fe, Zn, Co, 

Cu) in period 3-4 are also essential [Sterner and Elser 2002]. The role of 

some micro-elements in some species is uncertain because of 

the low levels required. In addition, some elements can be 

replaced by others, like Ce for Ca in anaerobic bacteria and 

Zn by Cd in algae [Morel 2013, Pol et al. 2014]. 

Table 36. Compounds in organisms with their energy content E [104 
kJ·kg-1dw] and elemental composition [% kgdw·kg-1dw]. 

material polymer monomer formula E C H O N 

biotic organic  (CH2O)n 2.2 50 10 30 10 

lipid glyceride fatty acid (CH2)n 4.0 80 10 10 1 

protein peptide amino acid (NHCOCRi)n 2.4 50 10 30 10 

carbohydrate saccharide pent/hexose (C6H12O5)n 1.8 50 10 40 - 

nucleic acid nucleotide glycosylamine C10H13N4O6P  40 4 30 20 

lignin lignol  (C11H13O6)n 2.5 50 5 40 - 

mineral inorganic  Ca, Na  - - - - - 

Peters 1983, Xing et al. 1994, Hendriks et al. 2005 

Compounds. While many hypotheses have been put forward 

for the creation of life, some aspects recur in most theories 

developed. In the presence of lightning, ultra-violet radiation or 

thermal vents, inorganic molecules as hydrogen, H2, water 

vapour H2O, carbon dioxide CO2, methane CH4 and ammonia 

NH3 transform into small organic molecules such as acetic, 

formic, fatty and amino acids [Miller and Urey 1952]. These monomers 

may combine to polymers, to form lipid, protein, carbohydrate, 

nucleic acid and other large molecules. Neutral lipids consist 

of (un)saturated carbon-hydrogen bonds, configured 

aliphatically in glycerides with long fatty acid chains or 

aromatically in steroids with tree cyclohexane and one 

cyclopentane rings. Substituting one fatty acid in glycerides by 

a phosphate group yields a phosphoglycerides. In water, 

these polar lipids order into bilayers with a hydrophobic 

region on the inside and a hydrophilic area on the outside. 

These bilayers can fold into cell-like vesicles [Hulbert 2003]. 



Carbohydrate monomers, such as pentose and hexose can 

be chained to polymers to provide energy and structure, just 

as described for lipids. Molecules that replicated themselves 

by (auto-)catalysing the synthesis of copies [Section 4.3] became 

more abundant than reaction products without such feedbacks 

[Section 4.2]. Proteins, built by peptide binding of amino acids, are 

known for selectively catalysing chemical transformation of 

compounds (enzymes), facilitating physical transport of 

substances through membranes (transporters) and assisting 

biological regulation (some hormones). Examples include 

metalloproteins consisting of porphyrin-like rings with a 

transitional metal such as iron (in heme or cytochrome) and 

magnesium (in chlorophyll) [Hsia et al. 2013]. Proteins themselves are 

controlled by nucleic acids (DNA, RNA), consisting of various 

glycosylamines framed in helices of ribose and phosphate. 

Just as noted for elements, occurrence of compounds in 

water, solids and humans are similar function of size and 

charge [Figure 53]. 

Unicellulars from pro- to eukaryotes. In the anaerobic 

Archean, prokaryotes (G: “pre-nucleus”) evolved first [Figure 41]. 

These bacteria were probably heterotrophic (G: “other 

feeding”), obtaining energy by oxidizing organic molecules 

catalysed by membrane proteins. Prokaryote size covers 

several orders of magnitude with an upper limit imposed by 

the limited energy released by anaerobic respiration [Catling et al. 

2005, Payne et al. 2009]. Some became autotrophic (G: “self-feeding”) 

using photo- or chemosynthesis. The oxygen released by 

these autotrophic prokaryotes boosted atmospheric oxygen 

levels to about 2% allowing larger cells to develop. 

Accordingly, unicellular eukaryotes (G: “well-nucleus”) 

emerged, probably from prokaryotes capturing other 

prokaryotes to serve as mitochondria and plastids [Margulis 1970]. 

So, while prokaryotes have no distinct structures, eukaryotes 

are built from organelles, including a nucleus. 

Figure 55. Storages (regular) and flows (italics) in cells, with potential 
stressors (numbers). 

 

Membranes support, embed and regulate transport and 

transformation. Both prokaryote and eukaryote cells consist 

of a fluid mosaic membrane encompassing a cytosol [Figure 55]. 

The membrane consists of lipids and proteins in about equal 

amounts [Singer and Nicholson 1972, Stryer 1983, Hendriks et al. 2005, Figure 67b]. 

Membranes provide support, allow for selective transport and 

embed enzymes for transformation. Transport rates through 

membranes depend on volume, shape and charge of 

substances. Small or neutral compounds including oxygen, 

water and PCBs diffuse through membranes via the lipid 

bilayer. Large and polar-ionic substances such as glucose and 

Zn2+ are facilitated by proteins carriers or channels that 

change their shape temporarily, thereby creating 

thermodynamically favourable conditions for passage [Stryer 1983]. 

Diffusion and facilitated diffusion along a concentration 

gradient without input of energy is referred to as passive 

transport. For instance, fatty acids and PCBs diffuse 

passively across membranes into the tissues. Alternatively, 

compounds may be pumped over the membrane against a 

concentration gradient, requiring energy. Such active 

transport mainly occurs in enterocytes, hepatocytes and 

other cells involved in exchange. By this mechanism, essential 

compounds are retained at low levels and removed at high 

concentrations, keeping internal concentrations at the required 

level [Balaz 2009, Loos et al. 2009]. Glucose, e.g., is actively transported 

from the gut lumen to the blood, avoiding backflow on an 

“empty” stomach. Primary transporters such as Na+/K+- and 

H+-pumps are directly driven by ATP. These gradients are 

used by secondary transporters to carry Ca2+, saccharides 

and amino acids in the same or reverse direction. Particulates 

that are too large to pass through the lipid and protein holes 

can be exchanged by folding membranes around them, which 

is called endo- and exocytosis. Allergens, viruses and 

bacteria enter readily, while asbestos and some nanomaterials 

are only slowly taken up if at all [Velzeboer et al. 2008, Petersen et al. 2008a+b, 

Navarro et al. 2008, Handy et al. 2008, Nolte et al. 2017]. 

Cytosol provides transport as well. After having passed the 

membrane, substances are distributed through the aqueous 

cytosol by diffusion and advection too [Glazier 2014]. Hydrophilic 

compounds diffuse rapidly through the water layers. Transport 

of extremely hydrophobic compounds through the aqueous 

phase is facilitated by binding to intracellular receptor proteins. 

Large particulates remain inside the vesicles until they have 

reached their destination. Small compounds can pass the 

nucleus membrane but macromolecules need to be bound 

first. Substances are metabolised by enzymes embedded in 

the membranes of the plastids (plants) and mitochondria (all 

eukaryotes). 

 

7.2.2 Individuals 

Multicellulars from small to large. Just as unicellulars 

evolved from prokaryotic to eukaryotic following the increase 
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of oxygen levels to 2%, so is the additional rise to 20% with 

the “explosion” of multicellular life forms in the Cambrian era, 

although sponges and other species with a low oxygen 

demand developed earlier [Payne et al. 2009, Mills et al. 2014]. Within each 

clade, small species emerged first, rapidly evolving into large 

equivalents by adding rather than enlarging cells [Kozłowski et al. 

2003, Savage et al. 2009]. After reaching a maximum, the size of the 

largest species decreased steadily when other groups took 

over [Figure 41]. In fact, the largest specimen of each clade that 

ever lived on earth differed less than 2 orders of magnitude 

[Payne et al. 2009]. With a few exceptions, the number rather than the 

size of cells increased with organism mass [Savage et al. 2007]. 

Support. Analogously to the development of organelles in the 

transition from prokaryotes to eukaryotes, organs emerged in 

the evolution from unicellular to multicellular organisms [Figure 56]. 

Support (L: "from below carry") organs like grass shoots, tree 

stems, invertebrate exoskeletons and vertebrate 

endoskeletons provide a frame for transport and 

transformation. Supportive tissues often consist of hard 

carbonaceous material, like cellulose, lignin, chitin and chalk, 

respectively. 

Transport. Plant and animals are often covered with 

impermeable components such as wax and keratin cuticles, 

respectively, and specific organs for exchange [Figure 56]. 

Ventilation (L: "aerate") refers to in- and exhalation of air, 

passively in plant leaves or invertebrate skins and actively in 

arthropod trachea and vertebrate lungs. Consumption (L: 

"take together") involves absorption (L: "suck") of mineral 

nutrients and interception (L: "capture") of light by plants as 

well as ingestion (L: "take in"), assimilation (L: "make 

similar") and egestion of organic food by animals. Plants and 

animals hydrate to compensate water losses by 

transpiration and excretion (L: "sift out"). In addition, some 

aquatic animals increase water turnover, ventilating gills to 

obtain oxygen or filtrating water to acquire food. Plants and 

animals enhance absorption and assimilation of substances 

by secreting acid chelators and protein enzymes in the soil 

and food matrix, respectively. The fraction of a substance 

crossing selective barriers (plant endodermis, animal 

epithelium) is described by ambiguous concepts such as 

availability. digestibility, absorption efficiency, assimilated 

fraction [Penry 1988]. In the absence of detailed measurements and 

cross-disciplinary consensus, we will use extraction efficiency 

for the fraction taken in from air, water or food. After uptake, 

substances are transported between organs. In plants, water 

and nutrients are translocated sap flowing from roots to 

leaves and vice versa through xylem and phloem. Substances 

like resins are generated by local glands and conducted by 

similar networks. In open systems of invertebrates, organs are 

bathed in circulating haemolymph. In closed systems of 

vertebrates, hearts pump blood through closed networks of 

veins, arteries and capillaries. While most arteries and veins 

carry blood to and from organs, respectively, portal veins 

supply blood directly from the gut to the liver or the back to the 

kidney [Figure 59]. Upon arrival, plasma is pushed into the 

intercellular fluid surrounding cells. Most fluid returns in the 

same way but about one-tenth returns through the lymphatic 

network, encompassing thymus and spleen as well. 

Figure 56. Storages (regular) and flows (italics) in individuals. 

a. plants 

 

b. animals 

 

Transformation. Transformation is largely concentrated in 

soft, aqueous tissues like leaves, liver and kidney. 

Metabolism (G: “amid"-"hit”) usually refers to the whole set of 

chemical reactions sustaining life. Yet, metabolism may also 

specifically refer to the breakdown of dry tissue 

C106H180O46N16P, here called respiration or catabolism (G: 

“down"-"hit”). A minimum, also known as basal or standard 

respiration, is directed to maintenance measured in 

laboratories, stables or zoos where organisms rest most of the 

time. Active animals spend additional energy on physical or 

mental work. Total respiration, including both maintenance 

and work, is obtained by field measurements. Vice versa, 

conversion to new tissue build-up is called production or 

anabolism. Production of somatic tissue is defined as growth 

of existing individuals. Generation of gonadic tissue yields new 

individuals referred to as reproduction. Tissue is lost from 

individuals, most visibly by releasing leaves and shedding 
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skins. In addition, individuals are lost from populations due to 

ageing or consumption by carnivores and parasites. At both 

the level of individuals and populations, production can thus 

also be regarded as an advective flow of tissue, just as the 

transport of air and water. Likewise, respiration is equivalent to 

advection of tissue lost to metabolism. 

Regulation and protection. Support, transport and 

transformation is mainly regulated and protected by the 

endocrine, nerve and immune system. Small gaseous 

molecules (e.g., CO, CO2, CH4, C2H2, NO, NO2, SO2) easily 

permeate membranes inducing physiological changes such as 

oxygen distribution (CO2) and muscle relaxation (NO). Slow 

communication between organs is achieved by hormones 

secreted by endocrine glands, in particular the thyroid, 

adrenal gland and pancreas. The nerve system, consisting of 

neurons, spinal cord and brain, allows fast signalling by 

neurotransmitters. Many hormones and neurotransmitters 

are amines (NH) and amides (CONH). Because of their 

hydrophilic nature, amines attach to extracellular receptors. 

Catecholamines C6H4(OH)2R such as (nor)adrenaline and 

dopamine signal desires, especially engaging people 

(extraversion) and experiences (openness), jointly labelled as 

plasticity [Section 7.5]. Indolamines C6H4CH2NHRNH2, in particular 

serotonin have been linked to stability. The imidazole-amine 

histamine C3N2H3(CH2)2NH2 is involved in many immune 

related processes, causing itching. Amino acids such as 

glutamate, aspartate, γ-aminobutyric acid and glutathione act 

as neurotransmitters. By contrast, steroid hormones typically 

consist of one cyclopentane and three cyclohexane rings, 

providing hydrophobicity needed to reach intracellular 

receptors. Steroids, including corticosteroids and sex steroids, 

regulate the immune and reproductive system, respectively 

[Section 8.2]. 

Biotic and xenobiotic. Biotic and xenobiotic compounds are 

carried by the same flows. Oxygen as well as volatile 

substances ranging from anaesthetics to fine dust are taken in 

via inhalatory pathways. Non-volatile toxicants are 

administered by aqueous, dietary or oral exposure. 

Pesticides and cosmetics sprayed on skins or chemicals 

escaping clothes follow the dermal route [Licina et al. 2019]. 

Analogously to respiration of biotic substances, xenobiotic 

compounds may be transformed. Both parent compounds 

and their metabolites leave organisms via air, water or faeces. 

If exchange via these routes is minimal, concentrations are 

determined by production and respiration. Addition of “clean” 

biological tissue by (re)production or migration causes an 

apparent “dilution” of the substance in individuals and 

populations [Gobas et al. 1988, De Hoop et al. 2016]. Rapid shedding of 

epithelial surfaces of the gut, lungs, skin, leaves and other 

organs that are highly exposed reduces concentrations of 

toxins and toxicants [Profet 1991]. Vice versa, compounds are 

“concentrated” by tissue respiration during, e.g., yolk 

utilization, migration or hibernation [Reinhold et al. 1999, Foekema et al. 2012 & 

2015, Daley et al. 2012]. 

 

7.3 Quantitative idealisation 

7.3.1 Air, water, food, sap, blood and tissue 

Air, water, food, sap and blood flow is constant but flux 

and cross-sectional area vary. Despite differences between 

organisms, similarities are evident. Air, water and food flow 

through or along organisms. Upon arrival near the organism, 

compounds travel through layers of water, carbohydrates, 

lipids and proteins of wide(spread) exchange organs such as 

roots, gills, lungs and guts [Figure 34]. Water and nutrients are 

slowly absorbed by plants via extensive roots, rapidly 

translocated by sap through narrow vessels in the central 

stem and slowly converted in widespread leaves [Figure 56a]. 

Water and food are taken in by animals from extensive home 

ranges into narrow throats across folded surfaces of guts, gills 

and lungs and quickly transported by air and blood to 

peripheral tissues through tapering trachea and blood vessels 

[Figure 56b]. While flux φ [dm3·m-2·d-1] and cross-sectional area 

A [m2] vary, the total flow F [dm3·d-1] remains the same F = 

φ·A, just as noted for river basins in the previous chapter. 

From Equation 46, we infer flow F in(to) organisms as a 

function of volume V [dm3] or mass m [kg] as 

Equation 58. 

F = φ⋅A = 
ΔY/ΔL

R
∙ ψ

AV
∙V

1-κ
 = q

T
·
ΔY/ΔL

Σ1/γ
j
+ρ

j

·m1-κ = k·m 

Flow increases with pressure or concentration differences 

ΔY/ΔL [/] and decreases with resistance R [d·m-1] [Section 5.3.3]. 

The driving gradient ΔY/ΔL may reflect differences in 

content or pressure of oxygen, water, nutrients, food and the 

like, driving them from sources (e.g., heart) to sinks (e.g., 

tissues). The total resistance R consists of a sum of delays 

1/γj [d∙kg-κ] and frictions ρj [d∙kg-κ] encountered when 

entering or leaving the organism, each with a temperature 

dependence qT [Equation 53]. The area-volume coefficient ψAV and 

exponent 1-κ accounts for differences in organism taxon and 

size, respectively [Section 5.3.3]. As ΔY/ΔL differences in sap or 

blood pressure and oxygen or nutrient contents as well as in 

specific surface areas ψAV are hard to measure, resistances 

1/γ·ΔL/ΔY and ρ·ΔL/ΔY are more conveniently obtained by 

determining flow rate F or rate constant k along a range of 

individuals or species with different masses at different 

temperatures. As for basins, with our focus on concentrations, 

we will mainly use Equation 58 for estimating average 



turnover of air, water, sap, blood and tissue carrying 

substances. 

Tissue flow diverts from adult to offspring. Comparable to 

air, water, sap and blood transport, we interpret 

transformation of food to tissue as an advective (L: "carry 

to") flow with a constant amount of consumption converted to 

tissue production and respiration. Many plants and all animals 

begin their life as seeds and eggs, respectively. After 

sprouting or hatching, individuals go through a juvenile phase 

with rapid somatic growth. At the onset of maturity τm, some 

production is diverted to gonadic tissue and subsequent 

offspring [Figure 57]. Plants and many cold-blooded species keep 

on growing indeterminately until age of death τd, albeit at a 

slower pace [Stephenson et al. 2014]. Warm-blooded organisms do not 

increase in weight after maturation. As before, change of 

mass dm/dt can be inferred from Equation 58 as the difference 

between assimilation pan∙kn∙m and respiration kr∙m according 

to 

Equation 59. 

dm

dt
 = p

an
·kn·m - kr·m = pan·qT·γn·m(t)

1-κ
 - q

T
·γ
r
·m(∞)

-κ
·m(t) 

  = q
T
·γ
p
·
1

p
pa

·m(t)
1-κ

(1 - (
m(t)

m(∞)
)

κ

) 

If assimilation increases with the actual mass m(t) of the 

organism according to pan∙kn = pan∙qT∙γn∙m(t)-κ and respiration 

increase with the adult (or species) mass m(∞) according to kr 

= qT∙γr∙m(∞)-κ, we arrive at the limited exponential loop 

equation with n = 1/κ traditionally used for individual growth 

[Table 24]. Growth is fastest at the point of inflexion, corresponding 

to a mass of (1-κ)1/κm(∞) ≈ 0.30…0.32m(∞), thus at about 

one third of the ultimate mass. For n=3, we obtain assimilation 

limited by area A ~ m⅔, alternatively expressed as dL/dt ~ 

k∙(L(∞) - L(t)) [Von Bertalanffy 1940]. For n=4, assimilation is restricted 

by m¾ attributed to transport in networks [West et al. 2001]. Empirical 

studies on growing individuals often do not allow distinction 

between n = 1/κ of 3 and 4 although the latter is more 

prominent across large size ranges [Moses et al. 2008, Rijsdijk et al. 2016]. 

Note that Equation 59 collapses to dm/dt ≈ (pan·kn-kr)·m = kp·m 

for the average increase of mass in juveniles as well as the 

total of parent and offspring mass in adults. Individual mass is 

an important indicator of health. Babies and juveniles are 

monitored regularly to detect natural and anthropogenic 

stressors, including lack of nutrients and excess of toxicants. 

Across countries, adult length decreased with natural and 

anthropogenic stressors [Stulp et al. 2015]. 

Figure 57. Organism mass m [kg] versus time t [d] modelled by limited 
exponential loop. 

 

 

7.3.2 Substances 

Concentration change depends on transport and 

transformation. Filling in a concentration difference ΔC in 

Equation 58 and dividing by organism mass m, we obtain the 

change of the concentration of a substance in an organism 

dCi/dt at trophic level i as 

Equation 60. 

dCi

dt
 = 

ΔCi

R
 ∙ A

V
 = q

T
·

Ci-1 - 
Ci

K
Σ1/(1-p

j
)⋅γ

j
⋅K + ρ

j
/K
·m-κ 

= kX,i-1,in · Ci-1 - (kX,a,ex+kX,w,ex+kX,n,ex+kp+k,X,r) · Ci 

similar to Equation 56. The driver is the concentration 

difference ΔC between the external concentration Ci-1 

[kg∙dm-3] in water (0w), air (0a) or food (i-1) and the internal 

concentration Ci [kg∙kg-1] in the organism (i), corrected for 

differences in affinity K [/]. These affinities can be interpreted 

as the ratios normalizing delays and resistances to a standard 

phase, e.g., water. Alternatively, the affinities may reflect 

transfer at interfaces rather than transport in a section [Sijm and Van 

der Linde 1995, Flynn and Yalkowsky 1972]. The total R represents the sum of 

delays 1/(1-pj)∙γj [d∙kg-κ] and resistances ρj [d∙kg-κ] 

encountered entering kX,i-1,in or leaving kX,i,ex the organism, 

each with a temperature dependence qT 
[Equation 53]. The delays 

and resistances [Section 7.7-7.8] can be calibrated by measuring rate 

constants kX,i,in or kX,i,ex after suddenly increasing or 

decreasing the external concentration of substances with 

different properties (esp. Kj) and of species with different traits 

(esp. m) [Table 21]. 

One compartment with singular or constant input. By 

integrating Equation 60 we obtain concentration C(t) as a 

function of time with input from water 0w, air 0a or food i-1 as 

[Gobas et al. 1986, Hendriks 1995a] 

Equation 61. 

Ci(t) = 
kX,i-1,in∙Ci-1

ΣkXi,,ex
 ∙ (1-e-ΣkX,i,ex∙t) + Ci(0) ∙ e

-ΣkX,i,ex∙t 

0

0

time t [d]

m(∞)

m

m

← parentparent + offspring →

me

mj

  kp

d

m
krpan·kn



allowing estimations at different levels of modelling [Table 34]. Just 

as noted for abiotic compartments [Section 6.3.2], application of a 

singular dose D [kg] to an organism with mass m [kg] yields 

an initial concentration of Ci(0) = D/m [kg·kg-1]. Such a 

calculation may describe, e.g., intravenous administration or 

worst-case exposure to spills. Sudden exposure to a constant 

concentration Ci-1 in water, soil or food, induces a steady 

rather than singular inflow. As the concentration in the 

organism rises, outflow increases as well, causing the residue 

to level off. In ecotoxicology, elimination is usually expressed 

as a daily fraction kX,i,ex [d-1]. In human toxicology, clearance 

is traditionally experimentally obtained as the daily volume of 

blood cleared CL = kX,i,ex ·Vd [dm3·d-1], with volume of 

distribution representing the dose in the body D divided by the 

concentration in the blood Cb, hence Vd = D/Cb. The 

equilibrium concentation of Ci(∞) = ki-1,in·Ci-1/ΣkX,i,ex increases 

with exposure levels in air C0a, water C0w, or Ci-1 and 

decreases with rate constants for exhalation ka,ex, excretion 

kw,ex, egestion kn,ex, growth dilution kp and transformation kr. 

As outflow is linearly proportional to the concentration in the 

organism ΣkX,i,ex·Ci, concentrations decrease exponentially 

after a singular dose or after switching off constant exposure 

Ci-1=0. For the sake of simplicity, exchange is often 

considered passive, i.e., with rate constants largely k 

independent of concentrations. Yet, substrates that are 

actively transported or transformed by one [Michaelis and Menten 1913] or 

multiple [Freundlich 1907] types of proteins (enzymes, transporters) 

are described by rate constants k that level off with exposure 

concentrations [Sections 4.3.2, 8.3]. One-compartment kinetics require 

the organism to be (quasi-) homogeneous, implying 

distribution and partition over phases (e.g., lipid, protein, 

water) and organs (e.g., gut, blood, liver) to be (near-

)instantaneous compared to exchange. Ecotoxicological 

assays typically employ constant exposure, assuming effects 

to occur after an internal concentration exceeds a critical level 

Ci>Ci,50. 

Figure 58. Substance concentration in an organism [kg·kg-1] versus 
time [d] modelled a one-compartment tank with constant (blue) or 
singular (red) inflow (↑). 

 

Two compartments with slow and rapid in- or output. If the 

organism is heterogeneous and distribution is gradual 

compared to exchange, one compartment kinetics does not 

suffice. Considering Ci-1 to be a tank rather than a constant 

source effectively adds a second compartment to Equation 60. 

Such a two-compartment series [Equation 31] is applied to 

describe rapid and slow distribution. Elimination may involve 

slow diffusion through or transformation by peripheral 

organ(elle)s such as mitochondria and livers C1 followed by 

rapid advection through central parts, e.g., cytoplasm and 

blood [Wen et al. 1994, Wen et al. 1997a]. Vice versa, rapid assimilation may 

be followed by slow elimination. In particular, an oral or dermal 

bolus D = C1·V yields a starting concentration C1(0) in a gut or 

on a skin, deceasing exponentially over time due to uptake in 

blood C2. The fraction of the bolus absorbed can be obtained 

as the amount excreted divided by the amount administered. 

Alternatively, the fraction is estimated as Div/Dx.·AUCx/AUCiv, 

comparing the dose D and integrated internal concentration 

0
t∫Ci(t), better known as Area Under the Curve (AUC). 

Figure 59. Arterial (red) and venous (purple) blood vessels with 
multiple slowly or rapidly perfused organs for most (solid) or some 
(dashed) vertebrate taxa. 

 

Many compartments with various in- and output. More 

compartments become indispensable if extrapolation is 

needed across exposure routes (e.g., oral → dermal), 

tissues (e.g., monitored blood → target organ) or levels (e.g., 

in vitro → in vivo). Hence, multi-compartment models are 

common in veterinary and human toxicology and increasingly 

so in ecotoxicology. Such models are built by distinguishing 

several compartments representing phases, sites or organs, 

linked by connections for arterial and venous blood flow [WHO 

2010, Figure 59]. While most blood vessels are in parallel along 

organs, portal veins provide a serial connection between, 

e.g., gut and liver in all vertebrates, or back and kidney in 

some vertebrates. In addition, substances may be transported 

from the liver back to gut by bile. Consequently, substances 

administered orally may be transformed in the gut or liver 

before they are monitored in the blood ("first pass 
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metabolism"), requiring correction when extrapolated to 

dermal, inhalatory and other routes of exposure. Yet, complex 

pathways may be simplified and minor organs may be lumped 

to arrive at an optimum number of compartments for the 

accuracy, transparency and parameterisability trade-off [Woodruff et 

al. 1992, ]. In the upcoming sections, we will relate those 

parameters to well-known chemical properties and biological 

traits such as molecular and species size. 

 

7.4 Advection rate constants 

Production. According to Equation 58, the rates F for flow of 

air, water, food-faeces, sap, blood and tissue in organisms 

scale to mass as F ~ m1-κ. Consequently, the rate constant for 

production (L: "bring forth") of tissue kp ~ Fp/m equals [Hendriks 

1999, Hendriks 2007] 

Equation 62. 

kp = q
T
⋅γ
p
⋅m-κ 

where the coefficient γp or intercept log(γp) reflects the 

turnover of in cold-blooded organism with a mass m of 1 kg at 

the standard temperature of 20 C, typically 7.5∙10-4 kgκ·d-1 

[Hendriks 2007]. Differences in production between polar and tropical 

regions, as well as between cold- and warm-blooded species 

can be conveniently accounted for by the universal 

temperature dependence qT [Section 5.4]. Empirically, regressions 

for production generally correspond well to this relationship 

[Figure 63c]. Even more, slopes and intercepts vary less for 

production than for other ingestion and respiration [Figure 63], also 

over large size ranges [Hatton et al. 2019], confirming that the addition 

of tissue is the ultimate driver sustaining organisms. 

Consequently, production is a good reference to relate flows 

of air, water, food-faeces, sap, blood and tissue to, for both 

theoretical and practical reasons. About 20% of the production 

is shed off [Schroeder 1981]. The rest ultimately dies because of 

consumption by herbi-carnivores or because of aging and 

subsequent ingestion by detriti-cadaverivores and reducers. 

So, in the end, total mortality kd theoretically approximates 

production kp. as empirically confirmed despite variability due 

to the life stages and death types included [Figure 63f] 

Figure 60. Typical air, water, food and tissue flow coefficients γ and 
fractions p in individuals of various trophic and taxonomic groups [Hendriks 

1995a, Lindstedt and Schaeffer 2002, Hendriks 1999 & 2007]. 

 

Consumption (L: "take together"). To achieve the same 

production, high ingestion rates are combined with low 

assimilation efficiencies or vice versa [Figure 63a]. For instance, 

herbivores ingest up to twice as much as carnivores but 

assimilate only half of the food taken in [Hendriks 1999]. The fraction 

actually assimilated pan depends on the digestion and 

decomposition of the polymers in the food, facilitated by gut 

bacteria. After release from the matrix, assimilation of biogenic 

monomers is driven by their affinity for membrane lipids and 

carrier proteins, just as noted for their synthetic equivalents 

[Figure 72]. Overall assimilation efficiency pan typically ranges 

from about 20% for hard plant organs decomposed by 

terrestrial detritivores to 80% for soft animal tissues ingested 

by carnivores [Figure 60]. Digestion of food can be anticipated as 

the weighted averaged assimilation of is constituents, in 

particular lipids, proteins, carbohydrates and lignin [Figure 61]. 

Decomposition of recalcitrant litter by detritivores is somewhat 

lower than expected from its constituents, suggesting that 

edible components are locked in. At the other end, top 

predators assimilate digestible items with efficiencies of 90% 

and beyond. 

Figure 61. Assimilation efficiency of food pan [kJ/kJ] measured and 
estimated as the weighted mean efficiency of lipid (90%), protein 
(90%), carbohydrates (55%), lignin (0%) present in each food item 
[Conover 1978, Schroeder 1981, Castro et al. 1989, Jobling 1994, p(S).xls]. 

 

Respiration. Respiration is the transport of oxygen through 

tissues and subsequent transformation in cells. The food 

assimilated pankn is directed to maintenance of tissue, called 
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respiration kr, or to creation of tissue, called production kp [Figure 

63a-c] as 

Equation 63. 

p
an

⋅kn = kp+kr 

Of the assimilated food, a fraction ppa is used for production 

while the remaining 1-ppa is directed to respiration kr as 

Equation 64. 

kr = (
1

p
pa

-1) ·kp = (
1

p
pa

-1) ⋅q
T
⋅γ
p
⋅m-κ 

The respiration coefficient (1/ppa-1)·qT·γp is similar across 

plants [Figure 62, Figure 63b]. For animals, however, this intercept 

gradually increases with the clade's average mass and 

appearance time [Figure 62, Hendriks 2007, Clarke and Rothery 2008], covering a 

slow-fast turnover continuum. In cold-blooded animals, one 

may recognise a gradient from passive "minimalists" (e.g., 

worms, bird eggs) with temperatures near ambient levels to 

active "flamboyants" (e.g., arthropods, active birds) heating 

their body with up to +5° by muscle contraction, blood 

recirculation, sunbathing, running and flying [Gunn 1942, Zotin et al. 2001, 

Wegner et al. 2015]. The increase of the coefficient from cold-blooded 

to warm-blooded organisms and from ancient (32°C) to recent 

(42°C) birds and mammals is roughly covered by the universal 

temperature dependence qT. Respiration in birds' eggs is at 

the level of cold-blooded organisms while rates in volant 

species, i.e., birds and bats are higher than in (other) 

mammals [Hoyt and Rahn 1980, Figure 63b]. Note that the 100 times 

increase of the intercept allows the respiration rate constant to 

remain size-invariant in a narrow range of about 1000 only 

[Makarieva et al. 2008], causing respiration rate constants to scale to 

only m-0.04 over mass ranges of about 20 orders of magnitude 

[Hatton et al. 2019]. 

Figure 62. Respiration and combustion rate coefficient (1/ppa-1)·qT·γp 
(red) and plant (green) or animal (pink) production efficiency ppa 
versus time since appearance [101…9 years ago from 2000] [Humphreys 1979, 

Zotin et al. 2001, Zotn 2018a&b]. 

 

Production, respiration and combustion. The fraction of the 

assimilated energy or food converted to tissue, known as the 

production efficiency ppa, equals about 10% for anaerobic 

metabolism [Catling et al. 2005] and decrease gradually along typical 

values of 50% (plants), 25% (slow), 10% (fast cold-blooded 

animals), 2% (warm-blooded animals), 0.1% (farmers) and 

0.01% (citizens) for aerobic life [Figure 60]. The ultimate driver of 

the overall pattern is difficult to pinpoint because evolutionary 

stage (early …late), lifeform (simple…complex), activity 

(sessile…mobile), temperature (cold…warm-blooded), trophic 

level (producer…carnivore), habitat 

(aquatic…terrestrial…aerial), size (few…many cells in 

organisms, inhabitants in cities) [McCarthy and Enquist 2005] and diversity 

(few…many cell types in organisms, job types in cities) 

change in the same direction. In warm, dry and sunny regions, 

energy demanding concentration of CO2 by C4-plants (50% 

of grass, 15% of monocot species) pays off compared to 

regular photosynthesis but C3-plants, but overall production 

efficiency is similar, as demonstrated by intercepts of empirical 

regressions [Figure 63b green]. However, animal respiration and 

human combustion near- (animals) to sub-linearly (humans) 

increase over time in such a regular way that cross-

disciplinary principles could explain changes in intercepts in 

future as well [Buenstorf 2000, Zotin et al. 2001]. With ancient farmers and 

modern citizens using 10 to 100 times more energy per capita 

than animal or hunter-gatherer communities, respectively [Figure 

62, Chaisson 2003], we could consider energy consumption by 

mankind as a function of the total man-made material stock 

rather than individual or total human mass [Leiva and Schramski 2022]. 

Ventilation. The oxygen, nutrient and water transport rates 

through organisms are determined by their metabolic 

demands. As a result, air, water and blood flows are 

proportional to those for respiration and production. Aerobic 

oxidation of 1 dry tissue molecule C106H180O46N16P requires 

154 molecules of O2 [Equation 77]. So, 10612 + 1801 + 4616 + 

1614 + 31 g = 2.5 kg of C106H180O46N16P corresponds to 

154162 g ≈ 5 kg of O2, implying that 5/2.5 = 2 kg of oxygen is 

needed to burn 1 kg of dry or 1/pdw kg of wet tissue. The rate 

constant for oxygen delivery by air ka, water ka and blood kb 

can now be obtained as the wet weight need 2pdwkr divided 

by the oxygen amount in the medium C0 and the fraction of 

oxygen extracted from it pO2 as 

Equation 65. 

ka,kw,kb = 
2⋅p

dw

p
O2

⋅C0

⋅kr 

These theoretical relationships are well covered by empirical 

regressions at the whole-body level [Figure 63h]. Yet, flows to 

specific organs may vary between about 2/3 and 1 [Raviola 2023]. 

From the ambient oxygen levels in air C0a = 21%·1.2·10-3 

kgdm-3 [Table 28] and an air-water partition ratio of Kaw = 32, the 

required concentration in water equals C0w = C0a/Kaw ≈ 8·10-6 

kgdm-3. Likewise, the oxygen level in blood C0b can be 

derived from the concentration in water as C0b= Kbw·C0w, with 
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a blood-water partition ratio Kbw ≈ 5 (cold-blooded) to 70 

(warm-blooded) […]. The fractions of the oxygen extracted from 

the air, water and blood are typically about pO2,a ≈ 30%, pO2,w ≈ 

50% and pO2,b ≈ 25%, respectively [Figure 72, Erickson and McKim 1990]. 

Hydration, transpiration, filtration and excretion. Extending 

evaporation from (open) lakes to transpiration by (closed) 

plants yields a water rate constant of kw ≈ 0.3∙m-κ. 

Consequently, kw/kp = 0.3/0.00075 = 400 L of water is needed 

Figure 63. Metabolism k [kgkg-1d-1] versus organism mass m [kg] including a 100 kg man () representing regressions of data for different clades 
and conditions (solid, mean n = 30) and model with typical parameter values (dashed line) [Hendriks 1999 & 2007]. 
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for 1 kg of plant tissue and kw/prp·kp = 1600 L of water for 1 kg 

of fruits and seeds, matching the observed range of 300 L·kg-1 

for vegetables to 1600 L·kg-1 for cereals [Mekkonen and Hoekstra 2010]. 

The minimal hydration in animals to compensate losses by 

excretion and transpiration is in the same order as water 

turnover in plants. Yet, flow rates because higher if water is 

used as carrier for oxygen or nutrients. In addition to 

ventilation by aquatic vertebrates as described above, filter 

feeding invertebrates increase their water turnover to attract 

sufficient food [Veltman et al. 2008b]. The adjacent rate constant kw 

[L∙kg-1∙d-1] is estimated as the ingestion rate constant kn 

[kg∙kg-1∙d-1] divided by the average food density at the trophic 

level below n·m·Ni-1 [kgdm-3] [Section 9.4]. 

Perfusion. In vitro respiration rate constants kr for freshly 

isolated and well-flushed cells decreased with organism mass 

but somewhat less than in vivo [Figure 63b]. Over generations, cell 

metabolism becomes independent of organism size. Organ 

respiration in mammals scaled as m-0.40…-0.16 in the range of 

liver, brain, kidney, heart and remaining tissues [Wang et al. 2001, 2012]. 

The highest contribution came from liver (small) and remaining 

organs (large mammals). Combining regressions for all organs 

yielded a size scaling exponent of -0.24 for mammals [Wang et al. 

2001, Wang et al. 2012, Kaiyala 2014]. Blood perfusion in organs kb 

[L∙kg-1body∙d-1] varied within 2 orders of magnitude from 

skeleton to heart, with slopes and intercepts in the same 

range and sequence as noted for respiration [Ribbers 2020, Raviola 2023]. 

Combining whole body regressions on respiration, perfusion 

and organ weight shows that oxygen use and blood flow 

depend on organ weight mo as kr = … and kb = … · m0
0.91…0.98-

1 [Raviola 2023]. Human respiration scaled to total mass as 

m0.52(♀)…0.76(♂) but to fat-free mass as m0.90 [Lolli et al. 2017]. Following 

these anecdotal attempts, scaling of organ respiration and 

perfusion is gradually integrated in a systematic way [PoS/WP2 et al. 

20xx]. 

Reproduction. The total offspring mass mr accumulated in 

the period between two successive reproductive events τr can 

be calculated to as the fraction prp of the total production kpm 

spent on reproduction 

Equation 66. 

mr = p
rp
⋅kp⋅m⋅τr = p

rp
⋅kp⋅m⋅

0.2

kp
 = p

rp
⋅0.2⋅m 

So, total sow, clutch or litter mass is expected to increase 

linearly proportional to the parent mass in interspecific 

regressions across wide ranges [Figure 64a]. Yet, super-linearity 

occurs in small intraspecific intervals [Barneche et al. 2018]. As the 

fraction prp of total production kp diverted to offspring varies 

between 28% for seed plants to 100% for fully grown 

mammals [Figure 63d-f, Hendriks and Mulder 2008], adults thus release prp·0.2 = 

0.2*28%plants...100%mammals = 6%…20% in a single 

reproductive event [Hendriks and Mulder 2008]. This size-independent 

fraction can be distributed over a few large or a many small 

offspring [Figure 64b-c]. As the mass me of a viable seed, egg or 

neonate cannot be infinitively small or large, the number of 

offspring R0 for a single reproductive event, is bound to [Hendriks 

and Mulder 2008] 

Equation 67. 

R0 = 
mr

min(me) ... max(me)
 

Birds and mammals invest in about R0 1-3 eggs per nest and 

neonates per litter, each with a maximum size linearly 

proportional to that of their mother [Figure 64b-c]. Seed and egg 

mass increase only sub-linearly with plant and cold-blooded 

adult mass. As expected, the number of offspring produced 

scales inversely. Organisms living in unstable and 

homogeneous environments, including pelagic and aerial 

systems, tend to distribute their reproductive mass over many 

small young. Terrestrial species in stable and heterogeneous 

areas are likely to benefit from investment in a few large 

young that can be hidden and protected more easily [Hendriks and 

Mulder 2008]. Hence, stability may enhance both immature and 

mature size with me→m, R0→1 and m→∞ [Figure 64b-c]. Half of the 

seed, egg and hatchling production or more is lost to 

consumers [Greene and Johnson 1994]. Semelparous species, such as 

annual plants or salmonids, release all seeds and eggs in a 

single sow or clutch and die shortly afterwards (τm≈τd). For 

these species, the total number of seeds and eggs produced 

in a lifetime equals the amount released in a single 

reproductive event. Iteroparous species distribute their 

offspring over multiple reproductive events (τm<τd), with 

regular intervals (τr). Within their adult period τd-τm, these 

species reproduce (τd-τm)/τr times. The lifetime fecundity thus 

equals (τd-τm)/τr times the number of seeds and eggs in a sow 

or clutch [Hendriks and Mulder 2008]. Explained variability slightly 

increased by allowing curvy-linear rather than linear number-

weight trade-offs [Burger et al. 2019]. Lifetime fecundity R0 of most 

insects scaled to body size with slopes at the lower end of the 

range noted for a single reproductive event [Gilbert and Manica 2010]. As 

for other traits, variability in reproductive variables may be 

attributed to descriptive phylogeny (taxon) rather than 

explanatory physiology (size) ([Church et al. 2019]. Differences 

between sexes, individuals and species appear to follow 

similar patterns. Female size increases sub-linearly with male 

size as m♀ ~ m♂
0.89 for largely vertebrate animals [Abouheif and Fairbairn 

1997]. In mammals, male/female mass ratios increase along the 

spectrum from polyandrous to monogamous and polygynous 

species, with females on average 85% smaller than males 

[Lindenfors et al. 2007]. In addition, females tend to invest in low 

numbers of large eggs compared to males distributing over 



many small sperms. Consequently, females prefer powerful 

and extrovert males while men look for agreeable and fertile 

women […]. 

Figure 64. Offspring number and mass versus organism mass m [kg] 
[Hendriks and Mulder 2008]. 

a. total offspring mass mr 

 

b. individual offspring mass me 

 

c. number of offspring R0 

 

Average versus maximum. Differences between average 

and maximum consumption, production or respiration can 

theoretically be covered by two-compartment loops [Section 4.3.2]. 

Following traditional Holling functional response, rates are 

hyperbolic (II) or sigmoid (III) functions of resource density Ni-1 

[Figure 77]. Scaling of minimum, average and maximum production 

and consumption appear similar [Figure 63a,c,g, Zaoli et al. 2019]. Yet, 

slopes for average and maximum respiration differed 

ambiguously. In general, exponents 1-κ increase from less 

than 1 for resting to 1 for running, flying and swimming. In 

terrestrial animals, activity of aerobic and anaerobic enzymes 

decreased and increased with size by exponents less than κ 

[Emmett and Hochaka 1981]. In aquatic animals, increasing temperatures 

reduce scaling slopes 1-κ for aquatic species, the more so for 

maximum rather than resting metabolism, probably due to 

oxygen saturation in transport [Riano Rodriguez 2019, Rubalcaba et al. 2020]. 

Theoretically, the average rate constant k approximates half 

of the maximum rate constant max(k)/2 at the half-saturation 

constant N50, close to ambient resource levels [Section 8.4.1]. The 

intercepts for maximum and average consumption empirically 

indeed differ 2.3 on average, within a range from 1 to 10 

[Armstrong and Schindler 2011]. 

 

7.5 Residence time 

Age at maturity. As rate and time constants are reciprocal 

[Section 5.3.3], age scales to species mass as τ = 1/k ~ m-κ = mκ. 

Under normal conditions, age at maturity τm, also called age at 

first reproduction or juvenile period, can be derived from 

the production rate constant kp = qTγpm-κ as [West et al. 2001, Gillooly et al. 

2002] 

Equation 68. 

τm = 
(
1
2
)
1-κ

⋅ (1- (
1
2
)
κ

)

kp
⋅

1
κ

(
mj

m
)
κ ⋅ln(

1- (
me

m
)
κ

1- (
mj

m
)
κ)

      ≈ 
0.5...1.4

kp
 = 

0.5...1.4

q
T
⋅γ
p

⋅mκ

 

Age at death. Organisms die because of physiological ageing 

and ecological interactions, especially starvation and 

predation [Mulder et al. 2007, Fontana et al. 2010]. Age at death τd can be 

estimated as the inverse of the production rate constant kp 

according to [Hendriks 2007] 

Equation 69. 

 τd = 
1

(1-p
es,i+1

…p
es,i+1

)
⋅
1

kp
 ≈ 

1...5

q
T
⋅γ
p

⋅mκ 

with fractions of ageing 1-pes,i+1 and predation pes,i+1 mortality. 

In nature, both types contribute, 1-pes,i+1+pes,i+1 = 1 and 

Equation 69 reduces to τd = 1/kp, sometimes referred to as life 

expectancy. Artificial protection against pathogens and 

predators in laboratories, gardens and farms allows organisms 

to attain a higher age, occasionally called life span, of τd = 

1/(1-pn,i+1)∙1/kp. As the fraction of the primary production 

removed by grazing and hunting pes,i+1 is probably in the range 

of 0.05 (terrestrial plants) to 0.95 (animals) [Figure 90], life span is 

estimated to be 1/(1-0.05…0.95) = 1…20 ≈ 5 times larger than 

life expectancy, as independently validated by the observed 

intercepts [Figure 65b vs. c]. According to the temperature quotient qT 

in Equation 69, warm-blooded species are expected to mature 

earlier and live shorter than cold-blooded equivalents, as 
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confirmed empirically [Figure 65a-c]. Temperature also explains why 

lifetime increases with latitude within the same species [Xx00]. 

 

Inferred periods. The generation time τg, i.e., the age at 

average reproduction, can be calculated as the age at 

maturity τm plus half of the adult period τd-τm according to 

Equation 70. 

τg = τm+
τd-τm

2
 = 

0.5...1.4+1...5

kp
 

Similar relationships can be derived for oscillation periods of 

population and consumer-resource densities [Section 9.4.1-9.4.2]. 

Since organisms die after they have lost about half of their 

body weight to respiration [Kleiber 1961, Peters 1983], time to starvation 

equals 0.5/kr ~ mκ [Hendriks 2007]. Limitations on respiration are also 

expressed by diving-times scaling to size with exponents of 

about +1/4…1/3 as well [Verberk et al. 2020]. Aquatic animals perish 

after about 40% sodium loss, so that lethal times and 

concentrations for metal exposure increase with mass to the 

same extent [Veltman et al. 2014]. 

Equivalencies. Slopes of rate and time parameters are 

(nearly) equal but of opposite sign, both for inter- and intra-

specific variability [e.g., Brown et al. 2018]. However, intercepts differ 

between taxa (birds vs. mammals) and states (e.g., resting vs. 

active) [Speakman 2005, Dortmans 2020]. Within warm-blooded animals, 

birds mature later and live longer than equally sized mammals 

[Figure 65]. As avian respiration is also faster than mammalian, the 

size-invariant equivalency k∙τ is about one order of magnitude 

higher in birds than in mammals [Figure 63, Figure 65]. Augmented 

metabolism in birds thus does not decrease lifespan, 

suggesting increased protection against internal oxidant 

production and external predation pressure [Partridge and Barton 1993, Finkel 

and Holbrook 2000]. Protection is known to co-evolve with 

(intermittently) high rates of metabolism [Moller 2008, De Cabo and Mattson 

2019]. Since avian and mammalian consumption rates are equal 

[Farlow 1976], birds need to select more nutritious food (e.g., seeds) 

than mammals (e.g., leaves) to cover metabolic needs. 

Consequently, the ultimate population production of birds is 

not lower than of mammals or cold-blooded animals [Figure 63c, 

Farlow 1976]. Perhaps, low respiration by mammals compared to 

birds reflects occupation of 2D instead of 3D space, just as 

metabolism in benthic worms is lower than in pelagic 

arthropods. Accordingly, with regard to respiration and aging, 

bats are more similar to birds than to mammals. 

Consequences might be far-reaching. For instance, viruses in 

bats may develop resistance to high oxidant levels and body 

temperature, possibly explaining their high potency in human 

infections compared to close-living chicken or pigs. 

Strategies. Equivalencies of rate and time parameters 

materialize in life history strategies of individuals and 

species. For a given (egg, adult) size and temperature, rate 

and age are optimised to achieve maximal fitness along the 

slow-fast continuum, covering the K-r range distinguished by 

Figure 65. Time constant τ [d] versus organism mass m [kg]. 

a. age at maturity τm = juvenile period 

 

b. age at death τd (natural conditions) = ecological lifetime 

 

c. age at death τd (artificial conditions) = physiological lifetime 

 

d. oscillation period τo 
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ecologists [Section 9.4.1]. Constant (predictable) conditions facilitate 

K strategists with large offspring maturating and dying at high 

age. Variable (unpredictable) environments favour r strategies, 

applied by small plants and animals m(∞) with a brief juvenile 

period τm and short lifespan τd producing many small eggs or 

neonates me. Variability in these strategies is expressed as 

shifts in age t, mass m and growth dm/dt [Figure 57]. As each 

strategy requires a specific behaviour, residuals in scaling 

relationships of rate and age parameters may be attributed to 

personalities and cultures. Obviously, intraspecific 

differences will be smaller than interspecific variability [Careau et al. 

2008]. 

Figure 66. (Re)production- and respiration-related strategies and 
personalities with corresponding hormones (italics) along firm-plastic 
change (horizontal) and labile-stable balance (vertical) dimensions 
[B2.5.9.xls]. 
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Personalities. Ethologists and psychologists have 

subdivided personalities in various categories along nearly 

orthogonal (independent) dimensions [Figure 66]. Variability in 

animals and humans can be explained along 5 axes, i.e., 

selfish-agreeable, careless-conscientious, neurotic-

unflappable, in-extrovert (including submissive-dominant for 

animals and children) and unimaginative-open [Gosling and John 1999]. 

These so-called Big Five domains align with other 

classifications, such as disorders (pro-, a-, antisocial), 

temperaments (calm, friendly, angry, sad), orientations 

(people vs. task, out- vs. inward), learning styles (undirected, 

reproduction-, application-, meaning-direction), and team roles 

[Vermunt 1996, Busato et al. 1999, Nettle 2006, Furnham and Fudge 2008]. Yet, the axes are 

not completely orthogonal [Musek 2007]. Agreeable, conscientious 

and unflappable all express inhibition of impulses, invoking 

relational, motivational and emotional stability, respectively 

[DeYoung 2010 & 2015]. Likewise, open and extrovert characteristics 

reflect activation of cognitive and behavioural exploration, 

respectively. Consequently, the five dimensions can be 

merged into the Big Two domains. The first covers the range 

from firm (cautious-reserved) to plastic (extrovert-

openminded) characters, driven by dopamine and 

acetylcholine neuromodulators [DeYoung 2015]. Animals, for 

instance, may be shy ("doves") that freeze and hide, or bold 

("hawks") that fight or flight when threatened [Friedman and Rosenman 

1959, Sih et al. 2004a]. Athletes, as another example, are classified as 

risk seekers with low mono-amine esterase and high amine 

hormones levels, while concentrations in risk avoiders are 

inverse [Bakker and Oudejans 2012]. The second axis is the labile 

(careless) to the stable continuum regulated by serotonin 

[Musek 2007, DeYoung et al. 2002, DeYoung 2010, 2015]. Low levels of serotonin 

correspond to impulsive behaviour, either aggressive 

approaches (testosterone) or fearful withdrawals (cortisol) 

[Montoya et al. 2011]. In psychology, the two remaining axes can be 

merged in a "Big One" from labile-firm to stable-plastic [Musek 

2007]. Although the Big One is not defined by single labels, 

future studies might reveal a global axis parallel to the slow-

fast and r-K continuum known from ecology. So far, the 

variability in human personalities explained by physiology is 

limited [Niemelä and Dingemanse 2018]. In birds, variability in behaviour was 

strongly correlated to respiration, much more than to hormone 

levels [Holtmann et al. 2017]. In arthropods and vertebrates, boldness 

was positively related to consumption, production and other 

characteristics [Biro and Stamps 2008]. Bold as well as agreeable, 

conscientious, unflappable, extrovert and open individuals 

often appear (to be considered) fitter than conspecifics 

impaired through difficulties encountered in life. Yet, the very 

existence of individuals at the other end of the spectrum also 

indicates that shy or selfish, careless, neurotic, introvert and 

unimaginative better survive in, e.g., dangerous situations. 

Consequently, (dis)advantages of shy-bold personalities are 

likely to depend on the conditions encountered, as empirically 

and theoretically investigated [Wolf et al. 2007, Wilson et al. 1994]. So, 

although we relate personalities to labels commonly used in 

literature to allow linking up with evidence, negatively biased 

traits are replaced by neutral alternatives, e.g., “firm” instead 

of “rigid” and “careless” instead of “undisiciplined”. 

Cultures. In principle, ecological and sociological should 

might reveal relationships between strategies on the one hand 

and populations or cultures on the other. So far, most attention 

is paid to the difference between individualistic and 

collectivistic societies, linked to herding vs. farming 

agriculture, sparsely vs. densely populated nations and non- 

vs. demanding (hot, cold, dry) climates [Lu et al. 2022]. 

 

7.6 Composition 

7.6.1 Molecules 

Elements. Dry matter content varies between 10% to 30%, 

largely independent of size [Figure 67b]. Across large ranges, the 

carbon fraction is size-independent (pC~m0) while nitrogen 

(pN~m-0.02) and phosphorus (pP~m-0.03) content slightly 

decrease with mass [Figure 67a]. Such a pattern can be understood 

from the increased structural (e.g., lignin) and energy (e.g., 

carbohydrates) needs of trees versus herbs, warm- versus 

cold-blooded animals and higher versus lower trophic 

positions [Figure 67b, Sardans et al. 2012]. Larger slopes were noted for 



some taxa in smaller intervals. In particular, phosphorus levels 

decline substantially with mass, indicating decreased growth 

and levels of P-containing compounds (ATP, R/DNA) in larger 

organisms [Gillooly et al. 2005, Sardans et al. 2012]. The model intercepts, 

obtained from the stoichiometry of an average organism [Section 

7.9], is at the upper end of the empirical regressions, indicating 

original Redfield ratio C:N:P = 106:14:1 might indeed be 

replaced by the more recent and comprehensive value of 

166:20:1 [Sardans et al. 2012]. Nitrogen content in animals is higher 

than in plants probably reflects the contribution of muscle 

protein [Gillooly et al. 2005]. 

Figure 67. Element and compound content [kgkg-1] in plants 
(triangles) and animals (dots) versus organism mass m [kg] according 
to regressions of data (solid) and model (dashed) [c.xls > PoS/WP2 et al. 20xx]. 

a. carbon (C), nitrogen (N), phosphorus (P) and sulphur (S) in dry 
organisms 

 

b. dry, lipid, protein, carbohydrate and nucleic acid in wet organisms 

 

Proteins and nucleic acids. Corresponding patterns have 

been observed for compounds built from these elements [Figure 

67b]. Crude protein content is often calculated as a fixed ratio 

of nitrogen and therefore (nearly) size-independent too. 

Animals contain more protein than plants because of 

locomotion and digestion tissue [red in Figure 67b]. Enzymes make up 

about 20% of animal protein [Le et al. 2019]. Levels of blood proteins 

like albumin and haemoglobin involved in transport are size 

invariant, just as organism's blood content itself [Figure 69b]. Yet, 

nucleic acid and protein enzyme content, in particular of 

cytochromes, decrease with eukaryotic mass according to the 

same exponent -κ noted for respiration rate constants. By 

contrast, the number of oxidases in prokaryotes is size-

independent just as their respiration rate constant [DeLong et al. 2010]. 

Despite changes in nucleic acid contents, the ratio of nucleus 

and cytoplasm size remains constant [Chan and Marshall 2010]. 

Lipid. The minimum lipid content in multicellular plants and 

animals is about 1%, reflecting the contribution of polar fats in 

membranes [Hendriks et al. 2005b]. Total lipid levels are also size-

independent in cold-blooded species but higher in 

vertebrates than in invertebrates, reflecting build-up of neutral 

lipid reserves [yellow in Figure 68, Figure 67b]. In warm-blooded species, 

especially mammals, fat content increases inter-specifically 

with mass to the power κ, opposite to respiration and 

starvation. Intra-specifically, lipid content in humans also 

increased with mass and age, possibly related to reduced 

energy consumption by brains [Janmahasatian et al. 2005, Kuzawa and Blair 2019]. 

Figure 68. Compound content in several aquatic and terrestrial taxa 
based on models, data and review [Waksman et al. 1928, Jobling 1994, p(S)xls] 

 

Carbohydrate and lignin. Carbohydrate content is size-

independent but higher in plants than in animals because of 

cell walls [Figure 68, Figure 67b]. Branched carbohydrates, such as 

amylose and glycogen, are involved in energy metabolism. 

Support is provided by linear polysaccharides, such as 

cellulose and chitin, as well as neutral oxyphenyl-propanes, in 

particular lignin. Branched carbohydrates can be readily 

converted by plants and animals, whereas the linear 

compounds are degraded by bacteria and fungi only. The 

carbohydrate and lignin fractions increase from aquatic to 

terrestrial plants [Figure 68]. Lignin content increases with age and 

temperature, explaining differences between hardwood and 

softwood of tropical and temperate trees, respectively [Van Soest 

1996]. Dead organic matter contains, on average, about half the 

fat, protein and sugar of living plants, whereas the fibre 

contents is twice as high due to differences in degradation 

rates [Van Soest 1996]. 

 

7.6.2 Cells and tissues 

Support. The fraction occupied by structural organ(elle)s 

[kg∙kg-1] increases with plants (vacuole, stem) and animal 

(skeleton) mass by about m0.1 [Figure 69a]. Not surpringly, skin 

weight relatively decreases by the same amount. The fraction 

1E-03

1E-02

1E-01

1E+00

1E-15 1E-10 1E-05 1E+00 1E+05

e
le
m
e
n
t 
c
o
n
te
n
t 
p
C
..
.S
 [
k
g
∙k
g
ˉ¹
]

mass m [kg]

e
le

m
e
n

t 
c
o

n
te

n
t 

p
C
, 

p
N
, 
p

P
, 

p
S
[k
g
∙k
g

-1
]

— C

— N

— P

— S

↑
animals

← plants

plants →

← plants
↑

animals

1E-06

1E-05

1E-04

1E-03

1E-02

1E-01

1E+00

1E-15 1E-10 1E-05 1E+00 1E+05

c
o
m
p
o
u
n
d
 c
o
n
te
n
t 
p
  
 [
k
g
∙k
g
ˉ¹
]

mass m [kg]

— dry matter

— carbohydrates

— lipids

— proteins

— nucleic acids

← DNA

 blood

← enzyme

← animals

← plants

← liver

← RNA

c
o
m

p
o
u
n
d
 c

o
n
te

n
t 

p
…

[k
g
∙k
g

-1
] 
  
  

0%

5%

10%

15%

20%

25%

30%

35% lipid
protein
carbohydrate
lignin
mineral

m
o
d
e
l

d
a
ta

re
vi

e
w



muscle also increases somewhat with size. Yet, most slopes 

do not significantly deviate from 0. Opposite to respiration, 

intercepts are higher for support organs of sessile species, 

like plant stems and mollusc shells, compared to tissues of 

mobile animals. Apparently, sessile species invest in firm 

structures and save on locomotion for collection of nutrients. 

Transport. Transport organs fractions are also largely size-

independent [Figure 69b]. Roots for water absorption make up 

about 30% of plants, decreasing with temperature, water and 

nutrient availability and increasing with sunlight [Poorter et al. 2012]. 

Guts occupy about 10% of animals. Mammals, and possibly 

insects as well, contain about 10% circulation fluid. Hearts and 

lungs occupy about 1% of the body. 

Figure 69. Support psb, transport peb, transformation (metabolic) ptb 

regulation prb organ fraction [kgkg-1] versus organism mass m [kg] in 
plants, invertebrates, cold-blooded and warm-blooded vertebrates in 
aquatic and terrestrial habitats [c.xls > Raviola 2023]. 

a. support 

 

b. transport (muscle → support) 

 

c. transformation 

 

d. regulation 

 

Transformation. The fraction occupied by organelles and 

organs involved in transformation generally decreases with 

size. The fraction of mitochondria was independent of cell 
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volume in prokaryotes and uni- and multicellular eukaryotic 

heterotrophs [Okie et al. 2016]. Chloroplast and mitochondrion content 

decreased with cell volume in autotrophs [Okie et al. 2016]. The 

fraction of mitochondria decreased with vertebrate mass as 

m-0.13..-0.11, with an intercept for mammals twice that for reptiles 

[Else and Hulbert 1985]. The total surface area of mitochondrial 

membranes available to enzymes in reptiles and mammals 

increased by m0.5…1.1, around the value of m1-κ, expected from 

sub-linear scaling of total mitochondria volume [Else and Hulbert 1985]. 

Leaf fraction in trees and chlorophyll content in algae scaled 

as m-0.25…-0.21., hence as m-κ. Slopes for liver and kidney were 

m-0.15…-0.11, thus half as steep m-κ/2 [Figure 69c]. In both cold-

blooded and warm-blooded species, kidneys were about 5 

times smaller than livers. 

Regulation. The relative size of regulatory organs, in 

particular brains and nervous systems, decreased with mass 

by m-0.25 or more for vertebrates. High intercepts in cetaceans 

and primates, in particular man, point to increasing social and 

cultural abilities [Fox et al. 2017], while low intercepts have been 

attributed to a sessile lifestyle. Note that the order of 

magnitude difference between the intercepts of cold-blooded 

and warm-blooded brains also corresponded well to similar 

differences in temperature dependent metabolism. Overall, 

organ fractions thus scale to organism mass with exponents of 

±κ/2 for support, 0 for transport, -κ for transformation in plants 

and -κ/2 for transformation in animals and as -κ for regulation, 

as recently confirmed by an extensive analysis for mammals 

[Raviola 2023]. 

 

7.7 Partition ratios 

7.7.1 Weak interactions 

Neutral compounds prefer neutral media, polar 

compounds prefer polar media. In general, compounds 

prefer to be in phases that resemble them most. So, neutral 

substances accumulate in neutral phases such as storage fat. 

Polar compounds have a high affinity for polar phases, such 

as membrane lipids and water. The partitioning of compounds 

between lipids, proteins, carbohydrates and water can be 

empirically determined by measuring the concentration in 

each phase. Yet, for most substances and solvents, affinity 

has not empirically been investigated. Fortunately, affinity 

reflecting Van der Waals and hydrogen bonds can be 

approximated by the partitioning between a surrogate phase, 

in particular octanol CH3(CH2)7OH, and a reference, often 

water. The octanol-water partition ratio Kow can be 

conveniently measured experimentally in the lab or derived 

theoretically from the molecular structure [Section 5.4]. The 

partitioning Kpw of neutral (without H-bonds) and weakly 

polar (with H-bonds) compounds between any phase p and 

water w can be related to the octanol-water partition ratio Kow 

according to [Hendriks et al. 2005b] 

Equation 71. 

Kpw = Kow
(1-pwp)/(1-pwo)                               (neutral)

         =
p
wp

p
wo

(1-pwp)/(1-pwo)
⋅Kow

(1-pwp)/(1-pwo)  (weakly polar)
 

Partitioning between liquids is thus proportional to the water 

contents pwp of the phases ranging from 0.13% for neutral 

lipids, to 4% for octanol (pwo) to 100% for water [Briggs 1988, Hendriks et 

al. 2005b]. Low water contents pwp indicate that water does not mix 

well with the medium and thus that the medium is rather 

neutral. For these media, the exponent (1-pwp)/(1-pwo) 

approaches 1, implying that the affinity for the medium 

partitioning is nearly identical to that in octanol as noted for, 

e.g., lipids or waxes. High water contents pwp implies that the 

medium is polar, just as water itself. For these media the 

exponent (1-pwp)/(1-pwo) approaches 0, indicating that 

partitioning is nearly independent of the octanol-water partition 

ratio. An intermediate water contents of 50% as noted for 

relatively polar constituents, like proteins and carbohydrates 

yields slopes of about 0.5 [Figure 70, De Bruijn and Gobas 2007, Kuo and Di Toro 2013]. 

In reality, the slope may reflect the overall outcome of a 

continuum of neutral and polar forces. For instance, 

membranes consist of a neutral inner (pwp<1%) and a polar 

(pwp>1%) outer part while enzymes often have a polar cleft 

surrounded by a neutral exterior [Balaz 2009]. The affinity for such 

complex components can be obtained empirically but also 

theoretically by calculating all interactions involved in the 

“docking” of the substrate in the enzyme [Ng and Hungerbuehler 2015, Nolte et 

al. 2016]. 

Figure 70. Lipid-water, protein-water and carbohydrate-water Kpw 
versus octanol-water Kow partition ratio for neutral and polar 
substances [Hendriks et al. 2005b]. 

 

Ionisable compounds. Following classical theory, the neutral 

fraction of ionisable compounds p0 equals p0 = 1/(1+10±(pKa-pH)) 

for acids (-) and bases (+), respectively [Henderson 1908]. As 

ionisation typically decreases the Kow of a compound by a 

factor of 104 [Section 5.4], the weighted sum Dow of the neutral p0 

and the ionised 1-p0 fraction is obtained as [Wang et al. 2022] 

1E-03

1E-01

1E+01

1E+03

1E+05

1E+07

1E-02 1E+00 1E+02 1E+04 1E+06 1E+08
octanol-water partition ratio Kow [/]

neutral lipid

polar lipid

protein

water

c
o
m
p
o
n
e
n
t-
w
a
te
r 
p
a
rt
it
io
n
 p
…
·K

p
w
 [
/]

‒‒ - - neutral lipid

‒‒ - - polar lipid

‒‒ - - protein

‒‒‒‒ water

‒‒‒‒ neutral substances

- - - - polar substances

‒‒ - - neutral lipid

‒‒ - - polar lipid

‒‒ - - protein

‒‒‒‒ water

‒‒‒‒ neutral substances

- - - - polar substances

↑fat

↓slim

↑fat

↓slim

o
rg

a
n

ic
 s

o
lv

e
n

t-



Equation 72. 

Dow = p0⋅Kow,0+(1-p0)⋅Kow,± = p0⋅Kow,0+(1-p0)⋅Kow,0/10
-4

 

               = Kow,0⋅[1/(1+10
±(pKa-pH)

)+10
-4
] 

implying that pKa-pH differences of more than 2 reduce affinity 

for octanol by more than a factor of 10. The distribution 

between any phase and water now becomes 

Equation 73. 

Dpw= p0⋅Kpw,0+(1-p0)⋅Kpw,± 

      = 
1

1+10
±(pKa-pH) ⋅Kow,0

(1-pwp)/(1-pwo)+(1-
1

1+10
±(pKa-pH)) ⋅Kow,±

(1-pwp)/(1-pwo)⋅Ka 

Coefficients that describe the distribution of ionisable 

substances at different pH may be referred to as D or Kd. 

Since membranes and other cell components have both 

hydrophilic and hydrophobic regions, neglecting or correcting 

contributions of ionic species is not without limitations and 

other surrogates, such as liposome may perform better than 

octanol [Escher and Schwarzenbach 1996]. 

Tissue-water. The overall tissue-water partition ratio Ktw 

can now be obtained by summing the affinity for each body 

phase relative its fraction plb in the whole organism by 

extending Equation 71 to 

Equation 74. 

Ktw =  p
lb
⋅Kow

(1-pwl)/(1-pwo) + ... + p
wb

 

Each term represents the accumulation in a phase, starting 

with lipids plb·Kow
(1-pwl)/(1-pwo) and ending with water pwb. The 

fractions of neutral or polar lipids, protein and carbohydrates 

differ among tissues and among species [Figure 67b, Schmitt 2008]. The 

slope (1-pwp)/(1-pwo) ranges from 1 for lipids to 0.6 for proteins 

and carbohydrates, reflecting differences between these 

solvents [Figure 70, Briggs 1988]. As such, Equation 74 describes the 

affinity for liquid or solid components as diverse as peat 

organic matter, tree lignin, insect chitin, blood albumin, liver 

enzymes or oceanic plastics [Xing et al. 1994a+b, Sabljic et al. 1995, Mackay and 

Gschwend 2000, Trapp et al. 2003, Leo et al. 1971]. The tissue-water partition ratio 

Ktw may be understood as the affinity for a phase itself, such 

as polar lipids or proteins. Alternatively, it may be interpreted 

as the potential needed to overcome shifts at interfaces, such 

as of the inner-outer gradients of membranes or of the neutral 

exterior-polar cleft transition in enzymes. Substituting Kow by 

octanol-air and air-water partition Koa/Kaw, converts Equation 

74 to an analogous formula for volatile compounds in gas [Kelly et 

al. 2007, Veltman et al 2009, Undeman et al. 2010]. 

Fatty organ(ism)-water. In case of polar substances and lean 

organs (e.g., blood) or organisms (e.g., plants), accumulation 

in several body phases has to be included in the calculations 

[Hendriks et al. 2005b, Veltman et al. 2009]. In fatty organs and organisms 

however, total residues of neutral hydrophobic substances are 

mainly dominated by the concentration in lipids, so that 

Equation 75 can be simplified to 

Equation 75. 

Ktw = p
lb
⋅Kow+1-plb = p

lb
⋅(Kow-1)+1   (Kow>1)

        ≈ p
lb
⋅Kow                                              (Kow>10

2
)
 

where plb and 1-plb are the fraction of lipids and non-lipids, 

respectively. 

Figure 71. Concentration ratios Ci/Ci-1 [μgkg-1 / μgdm-3] versus 
octanol-water partition ratios Kow [/] of persistent organic substances, 
with data (solid lines), equilibrium (dashed lines) and non-equilibrium 
(dashed curves) models [Mackay 1982, Hendriks et al. 2001 & 2005, O’Connor et al. 2014]. 

a. organism fat-water and solid-water equilibrium model 

 

b. organism fat-water lab data and (non-)equilibrium model 

 

c. organism fat-solids field data and (non-)equilibrium model 

 

Organism-water. Expanding the approach from tissues to 

whole organisms, Ktw is replaced by the bioconcentration 

factor BCF, defined as the ratio of the concentration in the 

organism Ci and the concentration in the water C0w to which it 

is exposed. Equation 75 predicts that the bioconcentration 

factor for neutral and stable substances in organism lipids is 

linearly proportional to the octanol-water partition ratio Kow [Figure 
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71a]. Indeed, regressions on laboratory data for sorption to 

synthetic or dead matter such as plastics, litter, detritus, 

homogenized tissues as well as for accumulation in living 

organisms ranging from bacteria to animal scale to the 

octanol-water partition ratio Kow with slopes up to 1 [Figure 71b]. 

The slope is gentler for shoots (but not roots) of terrestrial 

plants [Briggs et al. 1982, Doucette et al. 2018], probably reflecting delays in 

water flows [Hendriks et al. 1995, Steyaert et al. 2009]. Intercepts reflect 

difference in affinity, e.g., for crystalline versus amorphous 

plastics, herbi- versus carnivore lipids or cold versus warm-

blooded tissues [Van der Heijden and Jonker 2009&2011, O’Connor et al. 2014]. In 

addition, variability of the intercept may reflect alternative 

phases of accumulation such as lipids in fatty and proteins in 

lean organisms [Hendriks et al. 2005b]. Overall, residues in organism 

can thus be more than 108 times the concentrations in the 

(pore-) water they root, swim or creep in [Figure 71b]. 

Organism-solids. Concentrations of hydrophobic substances 

dissolved in water are often below detection limits in field 

monitoring. Hence, levels are often measured in sediment, 

soil, plastic surrogates and organisms. Since sorption to solids 

and accumulation in organisms are both linearly proportional 

to the octanol-water partition ratio, ratios of concentrations in 

lipids and dry organic matter, known as the biota-solids 

accumulation factor BSAF, are expected to be 1·Kow/0.2·Kow = 

5 and independent of the octanol-water partition ratio [Figure 71a]. 

As dry tissue contains 10-20% fat, concentrations in dead and 

living matter are about equal. At lower trophic levels field 

organism-solid concentration ratios expressed on a lipid-dry 

weight basis are indeed often close to this value and Kow-

independent [Figure 71b]. Yet, deviations occur. Accumulation of 

large and very hydrophobic substances (Kow>107) in living 

organisms is reduced because diffusion in unstirred water 

layers and permeation through lipid layers is slow [Figure 72]. In 

addition, both hydrophilic and lipophilic substances may bind 

strongly to inorganic carbon in soils and sediments, reducing 

opportunities for uptake by organisms [Section 7.7.2]. 

Organism-food. As affinity for living organic matter is similar 

across species, the biomagnification factor, defined as the 

ratio of the concentration in the animal Ci and its food Ci-1, is 

expected to be Kow-independent according to BMF = Ci/Ci-1 ~ 

Kow/Kow, just as noted earlier for dead organic matter [Figure 71]. 

Organic substances simply follow the food fats in which they 

are stored when assimilated by the animal. At the end of the 

digestive tract, concentrations in the organism and its faeces 

are in equilibrium [Hendriks et al. 2001]. If much food leaves the 

organism as faeces, plenty of chemicals are carried out. If 

much food is digested, substances have nowhere to go except 

for into the animal. Consequently, the equilibrium with the 

organism-food concentration ratio Ci/Ci-1 in Equation 60 

depends on the fraction of food digested pan only, according to 

Ci/Ci-1 ≈ 1/(1-pan) [Hendriks et al. 2001]. Concentrations in detriti-

herbivores with dietary assimilation efficiencies of pan of 

20%...40% are only 1/(1-0.2…0.4) = 1.3…1.6 higher than in 

their food on a lipid-lipid basis, corresponding to 5…10 on a 

lipid-dry weight basis. Consequently, the contribution from 

food can often be neglected at the lower end of the food chain. 

Petroleum droplets, micro-plastic pieces and other items with 

an even lower assimilation efficiency pan < 1% are thus 

unlikely to cause magnification, despite heavy debates on oil 

spills and waste disposal [Viaene et al. 2014, O'Connor et al. 2016, Bakir et al. 2016]. In 

the upper trophic levels however, food assimilation 

efficiencies pan of 80…95% yield concentrations that are 1/(1-

0.80…0.95) = 5…20 times higher than in their food [Figure 60]. 

Even higher values have been found for top-carnivores, 

probably reflecting extremely efficient fat digestion. In addition 

to low food assimilation, small magnification factors may also 

indicate rapid elimination by excretion (e.g., fish) or 

transformation (e.g., polar bears) [Section 7.4-7.8]. Lipid-corrected 

concentrations are lower in parasites than in their hosts, 

regardless of whether parasites consume the hosts' food or 

tissues [Le et al. 2014]. Apparently, host-parasite transport of 

pollutants does not only depend on trophic transfer but also on 

food selectivity. 

Organism-all. In the field, organisms are simultaneously 

exposed to air, water and food. In principle, the 

bioaccumulation factor BAF, reflecting the ratio of the 

concentration in the organism and the water due to the 

combined exposure, can only be estimated by quantifying all 

in- and outflow rate constants [Figure 34, Section 7.4-7.9]. Yet, 

concentrations of persistent organic pollutants (POPs) like 

PCBs at adjacent trophic levels can often be well understood 

from the partition ratios described above. At lower trophic 

levels, accumulation is (mainly) determined by exposure to 

water as estimated from octanol-water partition ratios. 

Concentrations in aerial parts of plants are generally lower 

than expected from these ratios because of reduced xylem 

transport [Steyaert et al. 2009, Le et al. 2015a]. Levels in detriti-herbivores are 

only slightly higher than in plant material because low food 

digestibility allows pollutants to largely remain in faeces [left values 

Figure 92]. At upper trophic positions, high food assimilation 

efficiency proportionally drives pollutants into carnivores. At 

intermediate levels, exchange with both water and food may 

contribute, such as noted for fish [Smitkova et al. 2005a]. Overall, 

octanol-water partitioning is thus a valid surrogate for tissue-

water distribution if accumulation is dominated weak 

interactions. This approach is applicable to a wide range of 

stable non-ionic chemicals, mostly organic (e.g., PCBs) and 

occasionally semi- or inorganic (e.g.CH3Hg, HgCl). Yet, other 



approaches are needed if strong interactions take over, for 

instance, in binding [Section 7.7.2], active transport [Section 7.8] or 

transformation [Section 7.9]. 

 

7.7.2 Strong interactions 

Organism-water. Deviations from the rules of the previous 

section of indicate that strong rather than weak interactions 

are at work. For instance, low accumulation of polycyclic 

aromatic hydrocarbons in organisms indicates covalent 

binding to soot [Ten Hulscher et al. 2003, Hauck et al. 2007, Moermond et al. 2007, De Vos et al. 

2008] while high toxin concentrations in liver suggest specific 

binding to proteins [Kragten 2003]. In particular, accumulation of 

inorganic substances is dominated by covalent and ionic 

binding to both organic (e.g., protein) and inorganic (e.g., 

granules, bones) tissue. Unlike the octanol-water partition ratio 

for weak interactions, there is no universal predictor for strong 

binding. Of the many descriptors proposed [Tatara et al. 1998], the 

covalent index 2r covers most of the variability in 

accumulation and toxicity across metals and species. Hence, 

a metal's tendency to occupy or affect biological entities is 

described by 

Equation 76. 

Ktw ~ e2r 

Affinity constants Ktw for a range of biotic ligands in animals 

typically follow K ~ e±0.5…1.52r [Veltman et al. 2008, 2010, Van Kolck et al. 2008, Zhou et 

al. 2011, Wu et al. 2012, Ksw.xls]. The covalent index can be interpreted as a 

combination of the charge-weighted volume or mass r ~ M⅓ 

and the electronegativity  proportional to the energy E 

needed for dissociation of the covalent bonds [Section 5.4, Nieboer and 

McBride et al. 1973]. Low covalent indices apply to period I-III metals 

with monovalent ions determining osmotic and electric 

potential of membranes and divalent ions stabilizing structures 

(e.g., PO4
- in DNA and ATP, CO3

2- in proteins) [Table 37]. Metals 

from period IV-V with medium values prefer carboxylic and 

phenolic groups in organic matter [Le et al. 2014] as well as ligands 

of carriers, enzymes and granules, such as haemoglobin, 

cytochrome and ferritin. Binding constants for period IV-V 

metals are only weakly (r2<0.35) related to the covalent index 

K ~ e0.4…1.12r. Instead, the ionic index Z2/r, with Z representing 

the charge, is often a better alternative [Buchter et al. 1989, Zhou et al. 2011, 

Ksw.xls, Zhou et al. 2011]. High-covalent metals occur in period V-VI, as 

exemplified by binding to sulphur (SH, SS) and alkyl (e.g., 

CH3Hg, (CH3CH2)4Pb) groups. 

Table 37. Covalent index classes for metals with period I-VI and 
preferred binding [Nieboer and Richardson 1980]. 

covalent low medium high 

index 2 < 1.7 … > 3.4 

metals IA, IIA, IIIA, Al IV-V V-VI 

  e.g., Na, K, Mg, Ca Mn, Cu, Zn, Fe Cd, Pb, Hg 

nutrient macro micro non 

role stabilizer enzyme, carrier - 

binding O > N > S … S > N > O 

organism stems-leaves, 
animals 

bacteria, fungi, 
roots, humus 

 

ligand H2O,OH-, PO4
3- COO-, C6H5OH SH, SS, CH3 

Organism-food. While inorganic metals concentrate in 

organisms compared to water, affinity to proteins and other 

components has apparently evolved in such a way that 

magnification along food chains does not occur. Increased 

concentrations in (pore)water will thus lead to less than 

proportional but still increased residues in organisms. In 

general, accumulation in terrestrial chains appears larger than 

in aquatic equivalents. Concentrations in roots and leaves are 

equal in aquatic plants [Govers et al. 2014]. 

Organism-all. While concentrations of weakly bound 

substances in organisms increase (near-)linearly with 

exposure levels, concentrations of strongly bound compounds 

in organisms increase sub-linearly with exposure levels. 

Decreased capacity of tissues to store substances indicates 

that unoccupied sites are more difficult to reach with an 

increasing fraction of neighbouring sites occupied. Binding to 

isolated and homogeneous materials, such as single type 

carriers and enzymes, follows Michaelis-Menten, Langmuir 

and Hill kinetics [Sections 4.3.2, 8.3]. Yet, sorption to heterogeneous 

receptors like dead organic matter and whole organisms is 

usually better described by the Freundlich equation [Kano et al. 2000]. 

Accordingly, tissue concentration Ci increases sub-linearly 

with water or food concentration Ci-1 as Ci ~ Ci-1
n/K. Empirical 

confirmation is reported for various metals and various 

species along terrestrial and aquatic food chains [Hendriks and Heikens 

2001, Heikens et al. 2001, Veltman et al. 2007a & b, 2008a, Schipper et al. 2008a, Verschoor et al. 2012]. 

The exponent n varies around 0 for some essential metals to 

about 0.5 for essential and non-essential metals. A value of 

0.5 can be interpreted as the fractal size distribution of the 

material [Kano et al. 2000]. While accumulation is also determined by 

exchange efficiencies for metals [Section 7.8], equal concentrations 

in dead and living organisms suggest sorption to be dominant 

[Timmermans et al. 1992]. 

 

7.8 Exchange efficiencies 

Chemical properties. After air, water, food, sap or blood 

flows have delivered the substances to the exchange organ, 

they have to pass a series of air, water, lipid, protein and 

carbohydrate layers [Section 7.4]. Such barriers allow differentiation 



between "good" and "bad" substances. Passive transport can 

be enhanced or limited at a low cost, e.g., by lipid bilayers 

broadly discriminating between hydrophilic and hydrophobic 

substances. Expensive and specific proteins may be 

developed for active transport of extremely beneficial or 

detrimental agents, such as glucose and viruses respectively. 

The resistance R encountered in each layer depends on the 

properties of the agents, in particular mass and charge. Mass 

M varies from 10-30 g·mol-1 for small molecules like water and 

oxygen to over 600 g·mol-1 ≈ 1 nm for large particulates, such 

as polymers, proteins, dust and suspended solids [Poranen et al. 2002, 

Arnot et al. 2010]. Theoretically, resistance is expected to 

geometrically R ~ A ~ V⅔ ~ M⅔ or energetically R ~ e-M 

increase with size. Empirically, diffusion resistance R ~ 1/D 

increased by M0.7…0.8 for small molecules in pure water and 

decane [Schwarzenbach et al. 2003] and by e-M for large proteins (M>800) 

in membranes [Matsson and Kihlberg 2017]. Charge gradually changes 

from neutral to polar and ionic. Small, neutral and hydrophobic 

compounds readily cross the lipid bilayer by diffusion [Table 38]. 

Protein carriers and channels take care of polar compounds 

like monosaccharides and ions like Zn2+ while hormones cross 

by endo- and exocytosis. As mass and charge both determine 

the resistances encountered, properties that cover both 

characteristics, like Kow and 2r, are often used as descriptors. 

Yet, cautious interpretation is needed at both ends of the 

spectrum. Although are very hydrophobic some large 

molecules accumulate less because of their size [Smitkova et al. 2004, 

Jonker and Van der Heijden 2007]. 

Table 38. Molecule-particulate permeation of membranes depending 
on charge and mass [g·mol-1]. 

charge mass route examples 

neutral 0-600 lipid bilayer O2, CO2, N2, C6H6, PCBs 

polar 0-100 lipid bilayer H2O, CH3CH2OH, glycerol … 

 100-600 protein carrier monosaccharides, amino acids 
… 

 - protein channel H+, Cl-, NO3
-, PO4

-, metals 

- >600 endo-exocytosis polysaccharides, proteins, 
viruses, nanomaterials, dust 

[Simpson et al. 1977, Sijm et al. 1993, Simkiss and Taylor 1995, Dimitrov et al. 2002, Kamp and Hamilton 2006, Nichols et al. 2009, 

O’Connor et al. 2011]. 

Physical conditions. Temperature may influence advection, 

passive and active transport, partitioning and other processes 

determining exchange in diverse ways. While affinity for tissue 

K decreased exponentially with temperature [Muijs and Jonkers 2011], 

diffusivity D increased only linearly [Sijm and Van der Linde 1995, Del Vento and 

Dachs 2001]. Even more, warm-blooded and tropical species may 

enlarge the permeability of their lipid membranes to meet 

increased demands of nutrients, as compared to cold-blooded 

or arctic equivalents [De Hoop et al. 2010]. Yet, the overall impact of 

temperature may be determined by a few or a single factor 

dominating metabolism as whole. 

Biological traits. In addition to chemical properties, biological 

traits also determine resistances in membranes. Unsaturated 

lipids increase the viscosity and, subsequently, reduce 

diffusion resistance in bacterial membranes [Budin et al. 2018]. The 

fraction of unsaturated lipids is also increased in small, warm-

blooded and arctic organisms to provide more space for 

permeation of substances and more flexibility for conformation 

of metabolic enzymes, accommodating higher respiration 

rates [Hulbert 2003, Hulbert and Else 2005, Dortmans 2020]. Even more, unsaturated 

lipids produce peroxides causing oxidative damage that may 

serve as a pacemaker for life, speeding up metabolism and 

reducing lifespan in small and warm-blooded species [Section 8.2.1]. 

Unstirred layer diffusion. A first impression of the diffusion 

resistance in unstirred air and water layers can be obtained 

from experiments with engineered membranes. In a lecithin-

water system, permeability levelled off with increasing 

hydrophobicity at Dw/Lw = 2 cm·s-1 = 1700 m·d-1 [Kamp and Hamilton 

2006] implying an unstirred water layer resistance ρw = 

ψAV∙Lw/Dw = 0.2/1700 ≈ 0.0001 d·kg-κ. This value is 30 times 

lower than the resistance ρww obtained by calibration on rate 

constants kX,w,in for hundreds of substances taken up by 

aquatic species [Table 39]. Apparently, multiple layers of water 

have to be crossed in unicellulars [Del Vento and Dachs 2001] and 

multicellulars [Clark et al. 1990]. Water resistance in animal guts ρfw is 

smaller, suggesting that the unstirred water layer is thinner, 

possibly due to its smaller surface area coefficient ψAV. The 

resistance ρa in unstirred air layers of plants exceeds that of 

mammals, negligible compared to other delays [Table 39]. The 

difference between air and water ρww/ρa ≥ 2800 can be 

accounted for by the difference in the diffusion coefficient D of 

4 orders of magnitude. As resistances are both normalized to 

air and water, the affinity K equals 1. Fatty acids, surfactants 

and related substances may diffuse through water layers as 

micelles, potentially requiring refined modelling. Yet, the 

environmental concentrations may often be well below critical 

levels for micelle formation, as demonstrated for alkylphenols 

[Brix et al. 2001, Korsman et al. 2015]. 

Table 39. Water, air and lipid layer resistances ρ [d·kg-κ] for exchange 
of substances by pplants or aanimals via several routes of iinflux or 
eefflux [Hendriks et al. 2001, Hendriks and Heikens 2001, Veltman et al. 2008, Steyaert et al. 2009, Veltman et al. 2009]. 

route unstirred air or water lipid or protein 

 ρa ρw ρl/K 

organic   

  air p1.0·10-6…a→0 p850…a210-3/Koa 

  water 2.810-3  p4600…a68/Kow 

  food 1.110-5 same 

metal   

  water idem i7600·C0w
0.41/e2r e0.3 

  food idem i29000·Ci-1
0.41/e2r e0.3 

Passive lipid membrane permeation. Very small substances 

such as oxygen and water seep through lipid bilayers via small 



pores with virtually no resistance. Diffusion of oxygen in the 

bilayer is even faster than in bulk water [Balaz 2009]. Medium-sized 

organic molecules permeate passively with a resistance that 

decreases with their affinity for lipids ρ/K, with K represented 

by Kow and Koa. For a single bilayer, an indicative resistance 

can be obtained from experiments with engineered 

membranes as ρl = γAV,w ∙Ll/Dl / Kow = 

1.2·10-11/(5·10-9·0.2…0.04) / Kow = 0.012…0.06/Kow for a gill 

and gut respectively [Kamp and Hamilton 2006] or as Dl/Ll = 10-4.7·Kow 

cm·s-1 = 0.2 m·d-1 for a single cell [Fu et al. 2009]. The values 

obtained for whole organisms by calibration of rate constants 

are larger, again indicating that multiple membranes of cells 

and organelles have to be crossed [Table 39, see also Sijm and Van der Linde 

1995]. Layer thickness L and diffusion coefficients D are largely 

independent of organism mass m±0.05 [Hulbert 2003, Nilsson and Östlund-Nilsson 

2008, Veltman et al. 2009, Section 5.3.1], confirming that scaling is mainly 

determined by the exponent κ for the exchange area A [Gillooly et 

al. 2016]. As far as the coefficients are concerned, resistance ρ 

is higher for plants compared to animals, probably reflecting 

additional friction in cell walls. In animals, ρ is equal across 

exchange organs like gills and guts. The relationship applies 

to toxicants as well as to pharmaceuticals, the latter including 

analogues of biotic compounds, like hormones. While the 

generic setting gives satisfactory results, refinements are 

possible. As neutral and polar substances experience most 

friction in the outer (polar) and inner (neutral) region of the 

membrane, the resistance may be represented by the octanol-

water Kow and heptane-water Khw partition ratio, respectively 

[O’Connor et al. 2013]. The octanol-water partition ratio Kow of acids and 

bases may differ up to 3-4 orders of magnitude compared to 

the neutral form, depending on the pH [Balaz 2009]. For instance, 

the Kow of the toxin microcystin ranged within from 10-2 

(hydrophilic) to 102 hydrophobic for pH 1…10 [De Maagd et al. 1999]. 

While exchange can often be well predicted based on the 

neutral compounds only, a weighted average of the octanol-

water partition ratio Kow of the non-ionized and ionized fraction 

is usually more accurate [Csaky 1984, Mason et al. 1996, RTI 2003, Veltman et al. 2006, Fu 

et al. 2009]. 

Facilitated-active protein channel-carrier transport. 

Resistances for facilitated diffusion by channels and active 

transport by carriers are usually less strongly related to 

common properties of the substance because the electronic 

and geometric interactions involved are highly specific. Yet, if 

kinetics is dominated by affinity K ~ 1/C50 to proteins, 

relationships to the octanol-water partition ratio Kow, the 

covalent index 2r and other chemical properties may still be 

useful [Section 7.7]. Transporters allow organics like amino acids, 

carbohydrates, lipids, vitamins and some drugs to pass the 

membrane outside the optimal window. Active transport 

reduces resistance to a level comparable to that of substances 

with an octanol-water partition of 1-2 orders of magnitude 

larger (Kow<1) or smaller (Kow>107). Estimation of their 

exchange was substantially improved by including 

concentration-dependent active transport using the Michaelis-

Menten kinetics, with affinity related to the octanol-water 

partition ratio Kow [O'Connor et al 2015a+b]. Absorption of inorganics 

also depends on exposure levels C0w and Ci-1. For non-

essential metals, a Freundlich function is appropriate because 

of the heterogeneous nature of the transporters, just as noted 

for affinity [Section 7.7]. For essential metals carried by specific 

proteins, uptake and elimination are increased at low and high 

exposure, respectively, to keep body levels within the required 

range. Here, Michaelis-Menten kinetics may be applied [Loos et al. 

2009]. 

Endo-exocytosis. Particulates smaller than 20 nm may still 

permeate membranes via diffusion or pores providing a 

baseline uptake [Nolte 2017, Nolte et al. 2017]. Most particulates are 

considered to enter and leave cells by endocytosis and 

exocytosis, especially in cells of exchange organs. An 

optimum appears around 50 nm, close to the size of many 

natural proteins and viruses [Kettler et al. 2013, 2017]. While, as 

described above, partition ratios and rate constants for 

molecular substances have been related to chemical 

properties, parameters for nano- and microparticles so far 

have been obtained by fitting complex models to data from a 

case by case basis [Lamon et al. 2019]. Distribution between organs 

and subsequent elimination from blood can be related to 

particulate properties, like size, Gibbs energy [Nolte et al. 2022d, Lu et al. 

2023, Dirks et al. 2023]. 

Figure 72. Air, water and food extraction efficiencies as well as 
elimination rate constants (for a 1 kg organism) versus octanol-water 
partition ratio Kow [/]: ranges and model estimation for (xeno-)biotic 
substances for passive and active transport and transformation. 

 

Aqueous and inhalatory extraction. Having determined the 

friction for each layer, we can now derive exchange rates and 

extraction efficiencies as a function of those resistances and 

the delays imposed by the advection flows. Plotted as function 

of organism mass, the rate constant for extraction kX,w,in 

[μgkg-1μgL-1d-1] of hydrophobic substances (Kow>105) from 

water by aquatic animals has an upper intercept of about 103 
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kgκ·d-1 set by ventilation or filtration demands [Figure 73a]. This 

upper boundary may be somewhat less for organisms with 

lower oxygen demands, like algae. In either case, the delay of 

1/103 d∙kg-κ imposed by water exchange is close to the 0.0028 

≈ 1/360 d∙kg-κ noted for resistance in the unstirred water layer. 

Apparently, both have been tuned to each other during 

evolution. For less hydrophobic substances (Kow<105) like 

atrazine, the absorption rate depends on the resistance in the 

lipid membrane ρ/Kow. A similar approach is used for diffusion 

of volatile compounds exchanged with air [Steyaert et al. 2009, Veltman et al. 

2009]. For metals, the intercept is also related to chemical 

properties and levels of exposure in water [Wang et al. 1998, Van Ginneken et 

al. 1999, Hendriks and Heikens 2001, Veltman et al. 2008, Guan and Wang 2004]. For aquatic 

organisms and for terrestrial organisms in spiked soils, 

extraction is an exponential function of the covalent index 2r 

below the maximum set by the water diffusion resistance or 

water turnover delay [Veltman et al. 2008, Zhou et al. 2011]. By contrast, 

uptake of metals by earthworms from polluted soils was 

correlated to the ionic index Z2/r, suggesting that slow 

dissolution from particulates into pore-water may dominate 

kinetics there [Owsianiak et al. 2014]. 

Figure 73. Substance absorption kX,w,in and ΣkX,ex elimination [d-1] 
versus organism mass [kg] [Hendriks et al. 2001+]. 

a. absorption from water 

 

b. elimination from organism 

 

Oral and dietary extraction. Rewriting Equation 58 yields 

any extraction efficiency to be independent of species size for 

different routes j, e.g., water and food consumption according 

to pX,n ~ 1/((1-pj)Kj + γj·Σρj/Kj) [Hendriks et al. 2001]. Correspondingly, 

uptake of substances in the digestive tract is usually not 

expressed as a rate kX,n,in but as an efficiency pX,n = kX,n,in/kn 

between 0 and 1. In vivo efficiencies are obtained by 

comparing the internal concentration integral over time (AUC) 

after oral or dietary application versus intravenous 

administration [Vermeire et al. 2007]. Alternatively, in vitro values can 

be obtained from engineered and prepared membranes or 

cells, especially enterocytes [Punt et al. 2017, Wambaugh et al. 2018]. For 

passive transport of organic substances that partition equally 

over various natural food-faeces components, dietary 

extraction efficiencies are an optimum function of the octanol-

water partition ratio [Hendriks et al. 2001, Zhao et al. 20002, Antunes et al. 2008, O'Connor et al. 

2014]. Extraction subsequently increases with decreasing 

membrane resistance 1/(γj·Σρj/Kow), then levels off to a 

maximum set by to the food digestibility (20%-80%) [Section 7.4] 

and finally decreases because of the affinity to the food matrix 

(1-pj)Kow [Figure 72]. For inorganic substances that accumulate 

preferentially in (non-)digestible items, the dietary extraction 

efficiency decreases or increases accordingly [e.g., Hendriks and Heikens 

2001, Reinfelder and Fisher 2008]. Values for metals increase exponentially 

with the covalent index following the same affinity principles as 

described for the absorption rate constant. Relationships can 

be improved by incorporating descriptors that cover the actual 

mechanism even better, such as the ionisation energy 

indicating the potential to form ions that pass only slowly [Le and 

Hendriks 2013]. For active transport from food, extraction efficiencies 

can be obtained from Freundlich and Michaelis-Menten type of 

equations as discussed-above [Loos et al. 2009, O'Connor et al 2015a+b]. 

Release from synthetic matrices in the digestive tract, 

including petroleum or plastic can be estimated with the same 

equations used for food [Viaene et al. 2013 & 14, Bakir et al. 2016]. Yet, 

extraction from intestinal fluids after oral exposure of birds 

and mammals is usually described as a product of the fraction 

available and the rate of diffusion or permeation [Zhao et al. 20002]. 

Integration ecotoxicology and human toxicology is required to 

reconcile both approaches. 

Elimination. Outflow of organic substances is an optimum 

function of chemical properties, in particularly the octanol-

water partition ratio of the parent compounds and metabolite. 

Elimination rate constants are below 0.01 d-1 for very 

hydrophilic (Kow<1) substances because polarity inhibits 

permeation through membranes. Similar values are observed 

for very hydrophobic substances (Kow>105) and heavy metals, 

due to high lipid affinity for lipids and strong covalent bonds 

with proteins, respectively [Veltman et al. 2008b]. The intercepts noted 

for their elimination are close to those of tissue production, 

indicating that concentrations of these substances only 

decrease by tissue growth dilution [Figure 24j]. In fact, tissue 

production and transformation can be important processes to 

1E-01

1E+00

1E+01

1E+02

1E+03

1E+04

1E+05

1E+06

1E+07

1E+08

1E-15 1E-10 1E-05 1E+00 1E+05

a
b
s
o
rp
ti
o
n
 k
X
,w
 [
µ
g
∙k
g
ˉ¹
/µ
g
∙l
ˉ¹
∙d
ˉ¹
]

mass m [kg]

↑

↓

105

Kow

101

PCB 153→

atrazine→

← H2O ventilation, filtration

Hg,Sn-R
↓

— nutrient — organic

— organo-metal — metal

— non-metal - - model

X

5

2r

1

Co2+,Cd2+

←Cu2+,Zn2+

←P

←Ag+

Se
↓

a
b

s
o

rp
ti
o

n
 k

X
,w

,i
n

[μ
g

·k
g

-1
/μ

g
·d

m
-3

·d
-1

]

1E-04

1E-03

1E-02

1E-01

1E+00

1E+01

1E+02

1E+03

1E+04

1E-15 1E-10 1E-05 1E+00 1E+05

e
lim

in
a
ti
o
n
 k
X
,.
..
,e
x
  
[k
g
∙k
g
ˉ¹
∙d
ˉ¹
]

mass m [kg]

101

Kow

107

↑

↓

← PCB153 

←atrazineproduction→

← excretion, egestion

X
X

— phosporus — nitrogen

— organic — organo-metal

— metal — non-metal

— drugs — endogenous

- - model

e
lim

in
a

ti
o

n
 Σ

k
X

,e
x

[d
-1

] 
  
  
  
  
 

←Cd2+

← Na+



jointly keep toxins and toxicants below critical levels in 

bacteria and plants [Van der Heide et al. 2010]. Hydrophilic substances, 

like atrazine, and loosely bound metals, such as Na+, are 

readily excreted in water and urine via gills and kidneys. 

Egestion via the gut is dominant for moderately hydrophobic 

compounds. Transformation, especially by the liver, is 

described in the next section. All routes can be combined in a 

one-compartment model [Table 21]. Some compounds, however, 

are released in two distinct phases as simulated by a two-

compartment series [Table 24]. The loosely bound fraction is 

excreted first, with a rate at the upper end of the range noted 

[Figure 24j]. The remaining is fixed by tight bonds to organ(elle)s 

with a slow turnover, such as membranes or skeletons, 

respectively. This part is only gradually released, at a rate 

close to growth dilution. Elimination of non-essential 

substances is usually not related to exposure concentrations 

and remarkably similar for different metals, suggesting that 

sequestration within the organism largely occurs by the same 

mechanism. 

Exchange. Overall, the window of partition ratios allowing 

substances to cross biological membranes is well captured by 

the variables and parameters described. More than half of the 

remaining uncertainty is determined by differences in lipid 

contents, followed by uncertainty in resistances [Hauck et al. 2011]. 

Estimates may be improved by increasing coherence between 

equations and by adding external conditions like temperature 

(adaptation) [Heugens et al. 2003, De Hoop et al. 2013b]. Although originally 

developed for exchange between air, water, food and living 

organisms, the kinetic model discussed also applies well to 

similar systems, such as dead organic material, fiber probes 

and packaged food [Ernstoff et al. 2017, Douziech et al. 2019]. 

 

7.9 Transformation rate constants 

Transformation. The biochemical reactions involved in the 

build-up and break-down of organic substances can be 

summarized as 

Equation 77. 

C106H180O46N16P + 154O2  106 CO2 + 90H2O + 16NO3 + 

1PO4 + E 

or even shorter as 

Equation 78. 

CH2O + O2  CO2 + H2O + E 

From left to right, energy is obtained by “burning” mass in an 

oxic environment, representing aerobic respiration by 

autotrophic and heterotrophic organisms, or combustion 

by man. If oxygen becomes depleted, nitrogen, sulphur, 

carbon and metal oxides subsequently take over as other 

electron acceptors, allowing anaerobic respiration. As these 

oxidants yield one order of magnitude less energy than 

oxygen, hypoxic locations and eras allow unicellular 

organisms only [Catling et al. 2005]. Aerobic and anaerobic respiration 

involves a series of chemical reactions in membranes and the 

cytoplasms, catalysed by enzymes, i.e., large proteins such 

as cytochromes CYP and co-enzymes, i.e., small non-

proteins like NADP. In the opposite direction, autotrophic 

organisms "hydrate" carbon dioxide CO2 to produce 

carbohydrates. Energy E for photosynthesis in plants and 

some bacteria is delivered by sunlight, while other bacteria 

use inorganic molecules like H2S or CH4 for chemosynthesis. 

In both directions, rates depend on temperature T according to 

classical thermodynamics. According to the activation 

energies E however, temperature dependence of 

photosynthesis is smaller than that of respiration [Table 31]. 

Phase I. The conversion of substances generally occurs in 

two phases [Williams 1959, Caldwell and Jakoby 1983]. First, the polarity of a 

compound R1H is increased by the addition by an oxygen (O), 

nitrogen (N) or sulphur (S) containing group []. Hydrolysis 

cleaves ester (O-C=O), amide (N-C=O) or thioester (S-C=O) 

bonds by the addition of water. During reduction, azo- (N=N), 

nitro- (N-O), carbonyl (C=O) and other groups obtain electrons 

from nucleophiles, usually hydrogen. In the reverse direction, 

oxidation implies loss of electrons, esp. to oxygen, for 

instance, when alcohols (C-OH) are converted back to 

aldehydes (C=O). Oxidation typically involves addition of 

oxygen to single C-C (hydroxylation), double C-C 

(epoxidation) or hetero C-X (nitro-oxidation, sulfoxidation) and 

leaving of fragments (dealkylation, dehalogenation, 

deamination) [Table 40]. Just as respiration [Equation 78], overall 

oxidative transformation is typically denoted as 

Equation 79. 

R1H + 2H + O2 → R1OH + H2O 

From left to right, large neutral substances are split into small 

polar molecules. Rate constants for oxidation in both abiotic 

and biotic systems can be mechanistically related to chemical 

properties [Nolte et al. 2020b]. Abiotic degradation is accelerated by 

high energy input, e.g., from UV-light or reactants (H2O2, O3), 

explaining why nett environmental impact of some waste 

treatment techniques is negative [Rahman et al. 2018]. By contrast, 

biotic transformation is facilitated by enzymes, like ADH, 

ADLH, FMO and CYP [Pirovano et al. 2012]. In particular, cytochrome 

P450 (CYP) catalyses the transformation of a wide range of 

substances. CYP is located in intracellular membranes of 

bacteria, leaves, roots, hepato-pancreases and livers. In 

mammals, CYP takes care of up to 90% the transformation 

facilitating the breakdown of a wide variety of substrates 

ranging from biotic compounds such as hormone steroids to 

xenobiotic chemicals such as pesticides and drugs [Balaz 2009]. 



Enzymes, produced by the organism or its microbes, have 

also been detected in other organs along the route, esp. skin, 

lung, nose, eye and gut [Parkinson and Ogilvie 2001, Van de Waterbeemd and Gifford 2003]. 

Table 40. Transformation reactions in a decreasing order of 
occurrence with log(Kow) of parent minus metabolite [Pirovano et al. 2012, Kirchmair et 

al. 2013]. 

reaction fragments equation   logKow 

phase I addition in liver membranes -0.3 

oxidation + O R-H → R-OH  

 hydroxylation R-C/N-H-R' → R-C/N-OH-R' -1C,0N 

 epoxidation R-H-C=C-H-R' → RH-C/º\C-HR'→RH-C-
C-OHR' 

-1 

 N/S-oxidation X=N,S R-X-H-R' → R-X=O-R' -2...0 

 dealkylation X=O,N,S… R-X-CH2-R' → R-X-H + R'-C=O  

 dehalo…tion X=Cl,N… R-C-X-R' → R-C=O-R' + X-H  

reduction +H R-H → R  

 carbonyl/aldehyde R-C=O  R-C-OH ±0 

 azo/nitroreduction RN=N,RNO2 → R-NH2  

hydrolysis +H2O
X=O,N R-C/P=O-X-R' → R-C/P=O-X-H + R'-OH  

phase II conjugation biomolecules in cytosol -1.7 

glucuronidationX=O,N,S R-X-H + R'-Y1 →  R-X-Y1 + R'-H  

sulfation X=O,N R-X-H+R'-SO4
2- → R-SO4

- + R'2- + H+  

gluthatiomylationX=Cl.. R-X-H + R'-Y2 → R-Y2-R' + X-H  

Y1 = glucuronic acid, Y2 = glutathione 

Phase II. Phase I reactions usually reduce hydrophilicity and 

thus excretion only slightly. Even more, substances may be 

activated rather than deactivated. Some reactive 

intermediates, for instance, enhance senescence of the 

organism [Section 8.2.1]. Plants have developed toxins that are 

activated by herbivores to deadly metabolites. In animals, 

synthetic organophosphate pesticides are oxidised to oxon-

analogues inhibiting acetylcholinesterase in nerves. Hence, to 

be rather "safe than sorry", phase II reactions increase polarity 

substantially, inactivating reactive intermediates generated by 

phase I. To do so efficiently, phase II is usually faster than 

phase I, so that the latter dominates the overall 

biotransformation rate. Phase II is generally described as 

Equation 80. 

R1OH + R2 → R1OR2 + H 

In these cases, the polar intermediate is conjugated to 

peptides and other endogenous molecules R2 esp. in the 

cytosol, often by broad-spectrum transferases. Conjugation 

increases polarity of the compound substantially. In addition, 

metal ions and some organic compounds are bound and 

discarded by phytochelatins in plants and metallothioneins in 

animals, sometimes referred to as a phase III reaction. 

Chains versus networks. From the foregoing, one may get 

the impression that transformation of a biogenic or 

anthropogenic substance follows a linear chain of reactions 

from the parent compound to the ultimate metabolite, 

catalysed by a couple of enzymes. In reality, however, 

metabolism occurs is in a network of pathways involving 

multiple enzymes and substrates (parent compounds, 

metabolites), both biogenic and anthropogenic. As it is 

impossible to model all pathways for 1000+ substances and 

species individually, simplifications are sought. First, the 

topology of the networks appears surprisingly similar, with the 

fraction of substrates involved in n reactions decreasing by 

n-2.2 for (xeno-)biotic compounds across uni- and multicellular 

species [Jeong et al. 2000, Pazos et al. 2003]. Second, synthetic compounds 

are more prone to transformation by the same enzymes if they 

stoichiometrically "look like" natural substances. In 

particular, resistance for breakdown is proportional to the 

coefficient of variation √(([C]S)/[C]E-μ)2 ... ([S]S)/[S]E-μ)2) / n-

1)1/2 for the ratio of the elements carbon [C], hydrogen [H], 

oxygen [O], nitrogen [N], phosphorus [P] and sulphur [S] in 

substrate S and enzymes E particularly for several categories 

of highly conserved biomolecules, i.e., lipids, proteins, 

carbohydrate and nucleic acids [Nolte et al. 2022b]. 

Physical conditions. Breakdown depends on the physical 

conditions of the site, the chemical properties of the substance 

and the biological traits of the species involved. Of all 

conditions, acidity (pH), temperature (T), hydraulic retention 

time, biological (BOD) and chemical (COD) oxygen demand 

are potentially most relevant [Van Bergen et al. 2023]. Degradation rate 

constants in WTTPs increased with influent concentration C 

as k ~ C0.2…0.5 [Nolte et al. 2018 & 2020a]. In vitro enzyme turnover kcat 

corresponded well to in vivo rate constants in bacteria [Davidi et al. 

2016]. Adaptation to ambient levels may reflect optimisation of 

the half-saturation constant KM = C50 or vmax, known from 

enzymes and organisms [Section 8.4.1]. Recent characterisation and 

identification techniques allow us to better reveal biologically 

evolved biodegradation as wel as technologically driven 

bioremediation [Copley 2009]. 

Chemical properties. Polar and aliphatic compounds with 

oxygen, nitrogen and phosphorus are relatively labile, while 

neutral and aromatic molecules containing halogen atoms are 

usually stable. During breakdown, molecule structures and 

thus chemical properties alter. Molecular mass M typically 

increases by +16 DA during phase I hydroxylation and 

in/decreased by ±170 Da during phase II deglycosylation or, 

glucuronidation [Figure 74]. During phase I, the logarithm of the 

octanol-water partition ratio log(Kow) of the compound 

decreases by a factor of -0.3, representing some average 

between -1 for, e.g., hydroxylation or epoxidation, and 0 for 

other reactions. Another -1.7 is provided by phase II [Table 40]. In 

addition to these order of magnitude differences due to one 

functional group, complex models more accurately estimate 

changes in properties of compounds based on their molecular 

fragments [Geisler et al. 2015]. 



Figure 74. Shift in molecular properties of (xeno-)biotic substances 
from parent compound to terminal metabolite [idealized after Kirchmair et al. 2013]. 

a. molecular mass M 

 

b. octanol-water ratio Kow 

 

Biological traits. Rates of degradation by prokaryotic and 

transformation by eukaryotic enzymes are similar [Bar-Even et al. 

2011, Fenton 2023]. Differences between species can, to some extent, 

be related to toxin exposure under natural conditions. Enzyme 

activities in vertebrates tend to be higher than in 

invertebrates, apparently to compensate for increasing 

concentrations in food chains [Walker 1980, Walker and Ronis 1981, Livingstone 1991, 

Sijm et al. 1997, Lai et al. 2000, De Hoop 2016]. Likewise, transformation was 

observed to be higher in polyphagous compared with 

monophagous butterflies and in carnivorous versus 

herbivorous insects [Krieger et al. 1971, Van Straalen 1994]. Relationships with 

size may vary [Huang et al. 2014, 2015]. Despite overall relationships to 

chemical properties and biological traits transformation rates 

are highly specific for the substance and species concerned, 

as also noted for other processes involving strong interactions. 

As a result, degradation by unicellulars and transformation by 

multicellulars causes order of magnitude uncertainties in the 

estimation of concentrations in abiotic and biotic 

compartments, respectively [Golsteijn 2014]. 

Biodegradation rates increase with the time to market 

introduction, possibly due to microbial evolution  

Average versus maximum. Just as noted for transport [Section 

7.4], differences between average and maximum transformation 

can theoretically be covered by two-compartment loops [Section 

4.3.2]. Following traditional Michealis-Menten enzyme kinetics, 

rate v [mol·L-1·d-1] is a hyperbolic function of substrate 

concentration [S] [mol·dm-3] as v = vmax·[S]/([S]+KM). The 

maximum rate vmax is the product of the enzyme contents [E] 

[mol·L-1] and the turnover number kcat [#·d-1], defined as the 

number of molecules converted by a single enzyme per unit of 

time at saturation. Half of the maximum rate vmax/2 is reached 

at substrate concentration KM, known as the Michaelis 

constant. Dividing the rate by the concentration yields the 

transformation rate constant kr,X = v/[S] = vmax/([S]+KM) ≈ 

vmax/KM at low substrate levels [S]≪KM. 

Half saturation constant. Just as the concentration of the 

substrate C [mol·dm-3] is traditionally expressed as [S], the 

half-saturation constant C50 is known as the Michaelis 

constant KM. Their inverse 1/C50 = 1/KM reflects the affinity for 

the enzyme determined by weak interactions bringing the 

substrate in an optimal position for catalysis by the active site, 

deeply buried in the protein [Balaz 2009]. Affinity 1/KM is expected 

to increase with octanol-water partitioning in the same way as 

bulk protein 1/KM ~ Ktw
1 ~ Kow

0.6 [Equation 74]. The theoretical slope 

of 0.6 is within the range noted for synthetic substances but 

above the 0.3 observed for natural substrates (M < 350Da) 

[Table 45]. Since molecular mass M and octanol-water partitioning 

are proportional [Figure 37], we anticipate half saturation constants 

to scale KM ~ (e0.02·M)-0.6 ~ e-0.01·M. This relationship was also 

independently confirmed by ambient and experimental values 

[Table 45]. 

Maximum transformation rates. Turnover by in vitro 

enzymes is 30x faster in primary compared to secondary 

metabolism while emperature differences can be accounted 

by Arrhenius type of qT corrections [Bar-Even et al. 2011, Arcus et al. 2016]. 

Catalytic to non-catalytic turnover increased with the mass M 

of the active site as kcat = 600∙e0.34∙M [Arcus et al. 2016]. Absolute 

turnover increased with mass M of the enzyme as kcat = 

0.017·M0.88±0.07 (n=17065, r2=0.03, p<10-0.24) [Pawlowski and Zielenkiewicz 

2013], thus with an exponent not too far from 3/4. The maximum 

rates were not correlated to the octanol-water partitioning ratio 

or molecular mass of the substrate [Pirovano et al. 2012, 2014, 2015], with 

exception of some very specific groups Kow probably reflecting 

membrane permeation [Parsons and Govers 1990]. Instead, maximum 

rates depended on electronic properties, in particular the 

dipole moment, reflecting the cleavage and formation of 

covalent or ionic bonds with the active site [Pirovano et al. 2014-16]. 

Average transformation rates in cells. From an evolutionary 

perspective, one might expect all resistances and delays to be 

optimally tuned to each other. Hence, rates for reaction rates 

have been suggested to match those for diffusion between 

subsequent enzymes [Weisz 1962, 1973]. Pure water diffusion through 

the cytosol appears to be much faster than subsequent 

catalysis but terminal velocity near the active site may be 

slower. Transformation of similarly reactive substances 
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decreased with geometric properties, in particular substrate 

volume as kr,X = 10-6.2·V-2.0 or kr,X = 5·10-11·e-0.007·M while 

differences in similarly diffusive substances could be related to 

reactivity properties [Nolte et al. 2020b]. Regressions to octanol-water 

partitioning were poor. Yet, half-lives for persistent compounds 

subject to both abiotic and biotic degradation increased with 

octanol-water partition as τ½ = 1…20∙Kow
0.16…0.31 

(0.17<r2<0.65) and with molecular mass as τ50 = 

0.6…17∙e0.01∙M (0.19<r2<0.51) [Gramatica and Papa 2007SI.xls]. Slopes and 

intercepts generally increased from air, to water, soil and 

sediment, probably reflecting differences in type (chemical > 

biological) and conditions (oxic > anoxic, light > dark). 

Persistence was estimated more accurately (r2=0.85) by 

including steric and electronics descriptors [Gramatica and Papa 2007, Chen 

et al. 2019]. Neutral substances disappear relatively fast in surface 

water because of high levels of oxygenases and 

dehydrogenases [Nolte et al. 2018]. Biodegradation of ionic 

compounds also decreased with octanol-water partition ratio 

and molecular mass or area (r2≈0.5) but with 103…4 times 

lower intercepts, suggesting that modelling the actual 

concentration of the neutral species might be a good 

surrogate [Nolte et al. 2018]. Concentrations of enzymes [E] on a 

molar basis are about 2 orders of magnitude smaller than 

those of substrates while those on a mass basis are about 

equal [Dourado et al. 2021]. Molecular mass of enzymes and substrate 

are unrelated, differing one to three orders of magnitude [Britt 1997, 

Dourado et al. 2021]. Slopes for rate constants have not separately 

been determined but regressions for total elimination were 

less accurate for metabolizable compared to inert substances 

[Riviere et al. 1997, Huang et al. 2015].  

Multicellulars. Measuring in vivo transformation of substance 

in multicellular organisms is difficult because of interference by 

a plethora of physiological processes. As an alternative, 

hepatocytes may be studied to derive maximum reaction 

rates vmax, half-saturation constants KM and clearance rates 

CL ≈ vmax/KM (C≪KM) [Table 23] for purified enzymes and for 

homogenized (microsomes) or intact cells [Veltman et al. 2009, Lee et al. 

2017]. Such in vitro values are then extrapolated to in vivo 

levels using scaling factors [Figure 75], available for a few well-

tested species only [Bessems et al. 2014, Huang et al. 2015, Lee et al. 2017]. As a more 

accurate and universal alternative to infer whole-organism 

metabolism, enzyme and organs fractions as well as perfusion 

rates may be related to body size. Filling in a human weight of 

80 kg, one obtains the clearance framework used in 

pharmacology, with an enzyme-liver fraction of 32 g·kg-1, a 

liver-organism fraction of 26 g·kg-1 and a hepatic blood flow of 

0.021 L·kg-1·min-1 [Kleinow et al. 1987, Lin 1998, Nichols et al. 2006, Cowan-Ellsberry et al. 2008, 

Pirovano 2015]. From an evolutionary perspective, one expects the 

rate constant for transformation decrease with organism mass 

as kX,r ~ m-κ, despite absence of transport limitations in in vitro 

metabolism studies [Ucciferri et al. 2017]. This theoretical result is 

confirmed by empirical scaling of total elimination rate 

constants of, esp., drugs that are mainly cleared by 

transformation [Mordenti 1986, Riviere et al. 1997, Huang et al. 2015]. Additional proof 

may come from estimates of bio-chemical transformation 

obtained by subtracting physical-chemical elimination via air, 

water and faeces from measured overall outflow [Van der Linde 2001, 

Hendriks et al. 2001, Hendriks et al. 2007, Arnot et al. 2008a&b]. Likewise, field 

accumulation factors that are substantially and consistently 

lower than those of iso-lipophilic compounds provide another 

way to estimate transformation potential [Hendriks et al. 1998, Hendriks et al 

2001, Hendriks et al. 2007]. Finally, assuming instantaneous metabolism, 

the parent compound will leave the organism as a stable 

metabolite with a rate that can be estimated from the reduction 

of the octanol-water partition ratio Kow [Figure 72]. 

Figure 75. In vitro in vivo extrapolation of transformation [Pirovano 2014-18, Lautz 

et al. 2021, PoS/WP2 et al. 20xx]. 

 

 

Table 41. Typical coefficients of variation for intra/interspecies 
variability [WHO 2010, Clewel and Clewel 2018, ZonMW et al. 20xx]. 

 coefficient of variation distribution 

 intra inter  

    

organ volume 5…30%  normal 

flows 10…50%  normal 

partition 15…20%  lognormal 

reaction 30…70%  lognormal 

 

maximum rate, affinity = f(Kow…) [Pi14-16]

in vitro clearance CLvitro ≈ vmax /   Km
[L/min/mg protein or 10⁶cells]

↓ enzyme fraction = m-0.2…0.2 [La21]

liver clearance CLliver = CLvitro ·  penz
[L/min/g liver]

↓ liver mass = 0.04·m0.85 [Ri20]

in vivo clearance CLvivo = CLliver · mliver
[L/min/kg body]

↓ liver blood flow = 0.14·m0.67 [Ri21]

hepatic clearance CLhep= Qhep·CLvivo/(Qhep+CLvivo)
[L/min/kg body]

↓ volume of distribution Vd

rate constant kr =   CLhep /   Vd
[/min]

≈ 32 mg protein or 100·106 cells/g liver



8 BIOSPHERE II. STRESSORS 

“Everybody can get angry - that's easy. But getting angry at the right person, with the right intensity, at the right time, for the right 

reason and in the right way - that's hard." [Aristotle -350] 

 

Dynamics of substances in organisms involves physiological and toxicological (re)actions. In the previous chapters, we 

have obtained models for concentrations of substances. In the present chapter, we study their effects [Section 0]. We qualitatively 

describe the interaction of resources and agents with cells, individuals, species and other entities [Section 8.2]. We quantitatively 

focus on idealised response as a hyperbolic or sigmoid function of natural and anthropogenic stressors using the two-compartment 

loop [Section 8.3]. The two parameters of this function, i.e., the half-response level [Section 8.4] and the slope [Section 8.5] are subsequently 

quantified for depletion of oxygen, water, nutrients and other resources as well as the pollution by toxicants and other agents. 

 

8.1 Introduction 

Organisms affected by stressors. Plants, animals and man 

deal with various kinds of natural or anthropogenic stressors. 

Pressures may involve depletion of resources such as 

energy, oxygen, nutrients or space as well as pollution by 

agents like chemical contaminants, physical disturbances and 

biological pathogens or invaders. Cases may be very diverse, 

ranging from pesticides blocking signals in farmer's nerve cells 

to infrastructure wiping out native communities. Yet, 

overarching principles describing response to stress across 

physico-chemical pressures and biological entities have been 

poorly developed. While promising, in vitro experiments so far 

have not yielded universal laws for impact by different 

stressors at the cellular level [Fedorenkova et al. 2010]. At the level of 

individuals and beyond, however, response to shortages of 

air, water, nutrients, space and other resources as well as to 

excesses of toxicants, pathogens, invaders and other agents 

is quantitatively modelled by similar functions. Just as the 

availability of a resource or the exposure to an agent is 

expressed by concentration [kg·kg-1] as a relative metric 

[Chapter 6-7], the subsequent reduction of productivity, density or 

diversity is described by the fraction [/] of e.g., receptors in 

cells, individuals in populations or species in communities 

affected by the interaction. 

Table 42. Relationships between concentration of stressors and 
fraction response. 

metric stressor resource, agent 

concentration, dose 

response 

fraction 

chemical phases partition over interaction with 

biological organs distribution between damage to 

ecological levels & taxa accumulation in hazard to 

differentiation by variables parameters 

assessment BAF, BCF, BMF … EC/D50, HC/D50 

From scattered, data-hungry, statistical and specific … 

Cycling of substances in the biosphere is affected by 

stressors, involving processes as diverse as overstimulation of 

neural transmission between nerve cells to reduction of 

diversity in populated areas. Relevant knowledge is scattered 

over stressors, species and disciplines, covering, e.g., 

nutrients inducing algae blooms (physiology), toxicants 

reducing fish populations (toxicology) to drugs enhancing 

human recovery (pharmacology). Toxicity is covered by the 

same qualitative, statistical and mechanistic approaches 

for accumulation [Chapter 6]. Here too, information is typically 

available for common nutrients, (neutral) legacy pollutants or 

drugs and standard species (esp. guppy, rat). 

… to overarching, data-undemanding, mechanistic and 

generic response approaches. Here, we take a different 

approach. Rather than deriving even more separate formulas 

for each quantity, we apply overarching [Chapter 5] reconciling 

equations developed in physiology, toxicology, pharmacology 

and ecology. Stressors (e.g., resources, agents) and response 

(e.g., productivity, individual mass, population density) can be 

flexibly integrated in two-compartment loop models to 

minimise collection of specific input data. Scaling from 

molecules to particles and from cells to organisms yields 

parameters as a function of size and other essential 



characteristics, reducing data demand and enabling 

consistency checks. The overarching nature of the principles 

derived allows application in a large domain and maximal 

exploitation of data, including natural and anthropogenic 

stressors (e.g., nutrients, toxicants) as well as intraspecies 

and interspecies variability in natural and cultured species (rat, 

otter). Ultimately, such an approach enables easier 

extrapolation to emerging (polar) pollutants, wildlife and farm 

species as well as untested human subgroups. 

Objectives. In the present chapter, we therefore aim to 

estimate the damage of stressors as response by organisms. 

To this end, we qualitatively classify modes of action, 

characterising dynamics ("what the substance does to the 

organism"). In addition, we quantitatively model response by 

a (log-) logistic equation [Section 8.3] with half-response levels [Section 

8.4] and slopes [Section 8.5] as parameters. As chemists and 

toxicologists are used to deal with thousands of substances 

potentially affecting thousands of species, the framework 

developed for substances and products may also serve as a 

starting point for multi-stress assessment. 

 

8.2 Qualitative description 

8.2.1 Cells 

Detection. Depletion of resources like oxygen, water and 

nutrients as well as pollution by physical, chemical and 

biological agents are ecophysiologically counteracted in 

similar ways [Wang et al. 2019]. At the microscopic level, physical 

disturbances like pressure, heat and radiation as well as (bio-

)chemical shortages of oxygen or nutrients and excesses of 

toxicants are detected by intracellular proteins, like the aryl 

hydrocarbon receptor (AhR) and the constitutive androstane 

receptor (CAR). Biological agents such as pathogen skins 

and parasite enzymes are recognized by extra- or intracellular 

sensors [Santoro 2000, Palm et al. 2012, Figure 55a]. Viruses and bacteria are 

primarily handled in animals by response type 1, associated 

with TH1 helper cells and antibodies IgM, IgA and IgG [Palmer et al 

2012]. These pathogens are built from highly conserved 

biochemical constituents, allowing specific identification, 

killing and memorization by the immune system. As pathogens 

require time to multiply, response can be delayed and 

macroscopic identification by eye, smell or touch is 

unimportant [Table 43]. By contrast, immediate action is required 

to avoid rapid circulation and acute death by a wide variety of 

plant and animal toxins following dermal (touch), dietary (food) 

or intravenous (bites, stings) exposure [Profet 1991]. Hence, these 

toxins are handled generically by response type 2, mediated 

by TH2 cells and IgE. Rapid reactions to toxins train organisms 

to macroscopically recognize and avoid dangerous plants 

and animals. Sensations, such as itch or pain, strengthen 

cause-effect relationships, facilitating prevention by avoidance 

and rewarding curation by scratching and rubbing [Mu et al. 2017, 

Wi21]. Itch directs scratching to exogenous agents such a 

substances and parasites, as well as endogenous 

components such as mucus or blood crusts. Pain often points 

to anoxic, acid, hot, cold and pressed tissues that are 

thermally, mechanically or chemically threatened. Reactions 

may become fiercer with repeated exposure [Burk et al. 2005], 

perhaps even across related agents [pers. exp.]. Likewise, licking 

(with anti-microbial saliva) and rubbing following pain, kills 

pathogens and stimulates recover. While visceral (organs) and 

deep somatic (muscles, ligaments) ache is often dull and 

difficult to locate, superficial itch and pain is sharp and well 

located. Allergies for, e.g., areal pollen (grass, birch) and 

arthropod components (house mite dust, sting poison) can be 

understood from over-reactions to toxin-like fragments they 

contain but benefits of hypersensitivity to others (e.g., nickel) 

are not immediately clear [[Profet 1991, Palm et al. 2012, Asam et al. 2015]. Threats 

of hunger, coldness and predators have decreased since the 

invention of agriculture, fire, clothes and weapons. Remaining 

pressures by pathogens and parasites might have increased 

immuno-resistance at young age and cause autoimmune 

diseases at older age [Van Bodegom et al. 2007]. Allergy, increasing in 

urban but not in rural societies, is therefore attributed to 

hygiene reducing exposure to (toxins produced by) bacteria 

and worms. 

Table 43. Detection of and reaction to groups of stressors. 

stressor biological physical power 
chemical substance 

 unicellular 
pathogen 

multicellular 
parasite 

group virus…protozoan worm…insect force…toxin/cant 

constituents conserved diverse 

 dissimilar to host similar to host 

signal membrane protein enzyme molecule fragment 

detection delayed & specific … immediate & generic 

reaction kill re/expulse (avoid & repair) 

Action. Just as kinetics [Chapter 7], dynamics is driven by 

molecular interactions between nutrients and toxicants on the 

one hand and receptors on the other. A deficiency of 

resources or an excess of pollutants can affect living systems 

in many ways. Yet, substances usually interfere with the three 

highly conserved constituents of life: lipids, proteins and 

nucleic acids [Figure 55, Escher and Hermens 2002]. Disturbance at smaller 

biological entities is referred to as the mechanism 

(L:”machine”) or mode (L:”manner”) of action of a substance. 

While the concepts are also used interchangeably, the 

mechanism of action (MeA) tends to pertain to the full set of 

biochemical processes at the molecular level [Schlosser and Bogdanffy 

1999, Kienzler et al. 2017, McCarty and Borgert 2017]. By contrast, the mode of action 

(MoA) usually describes the major physiological and 

anatomical changes in organelles and cells, sometimes up to 

https://en.wikipedia.org/wiki/Evolutionary_medicine


organs and beyond and then overlapping with the concept of 

adverse outcome pathways (AOP) [Section 8.2.2]. Modes and 

mechanisms can be non-specific, viz. indiscriminately 

affecting various components, or specific, viz. binding to 

particular receptors present in all or in some taxa [Table 44, Hendriks et 

al. 2005b]. 

Narcotic. Inert substances that reversibly disturb 

membranes by weak molecular interactions are called 

narcotic [Verhaar et al. 1992]. Typically, these compounds consist of 

single-bond hydrocarbons (C-H) with or without non-reactive 

groups (C-N … O, S, F, Cl, Br) [Verhaar et al. 1992]. Driven by Van der 

Waals forces only, neutral narcotics build up in inner 

membranes. Polar narcotics also form hydrogen bonds (OH, 

NH), accumulating in outer membranes [Ramos 1998]. Many 

industrial chemicals, especially those produced in high 

volumes (HPV) have been demonstrated to have a narcotic 

mode of action. Critical levels of xenobiotics in plants and 

animals vary around 0.1 molkg-1 ≈ 2% in lipids, equivalent to 

about 0.002 molkg-1 in whole organisms [Figure 79a, Van Wezel and 

Opperhuizen 1995, Hendriks et al. 2005b]. Proteins associated with various 

diseases, including Alzheimer, Parkinson and Creutzfeld-

Jacob disturb membranes at concentrations of 0.02% kgkg-1 

[Ebenezer et al. 2010, Jucker and Walker 2013]. So, independent of chemical 

substance, biological species, exposure concentration and 

test duration, any organism will at least die if the total internal 

residue ("Critical Body Residue", CBR) of all xenobiotics in 

their membranes exceeds this baseline concentration. Hence, 

substances that bind to specific receptors in some taxa will act 

by narcosis in species without these receptors. 

Reactive. In contrast to inert substances, reactive compounds 

bind irreversibly with various endogenous molecules by 

strong interactions. Critical concentrations are 1…2 orders of 

magnitude below those of narcotics [Figure 79, Figure 80, Verhaar et al. 1992, 

Hendriks et al. 2005b, Van Kolck et al. 2008]. Organic groups with double or triple 

bonds (e.g., C=C … N, O, S, C≡C N=N, N≡N) as well as 

ionised metals covalently attach to, especially, proteins and 

nucleic acids. Competition for binding sites leads to 

deficiency of essential and toxicity of non-essential metals. In 

acidified waters and soils, hydrogen (H+) and non-essential 

metals (e.g., Al3+ Pb2+) replace essential elements (e.g., Ca2+, 

Mg2+) [Venn et al. 2012]. Mono- and divalent cations typically disturb 

osmotic and electrophysiological regulation by interference 

with sodium (Na+) and calcium (Ca2+), respectively [Veltman et al. 2014, 

Le et al. 2020]. Organic and inorganic reactants induce mutations in 

nucleic acids by oxidation or methylation of terminal bases in 

chromosomes (telomeres), presumably by reactive O- and N-

intermediates [Gershman et al. 1954, Monaghan et al. 2009]. Such oxidants can 

be malign, causing atherosclerosis, infections, depressions, 

Parkinson, Alzheimer and especially cancer. Inhalatory and 

dietary carcinogens typically include 1) mono- or polycyclic 

hydrocarbons and heterocyclic amines (MAHs, PAHs, HCAs) 

generated by incomplete combustion, 2) nitrites (O-N=O-) 

added to food and 3) nitroso-amines (R-N=O) formed from 

endogenous amines. Yet, as oxidants are benign in the 

destruction of noxious agents, cause and consequence may 

be difficult to distinguish. Balancing between initiation and 

prevention of diseases, oxidants regulate lifespan, shortened 

by hyperoxia and overconsumption as well as lengthened by 

hypoxia and starvation [Finkel and Holbrook 2000, Mattison et al. 2012, Baas and Kooijman 

2015]. Cancer incidence intraspecifically increases with age 

and size, due to steady accumulation of spontaneous and 

toxicant-induced mutations in an increasing number of cells 

[Peto et al. 1974, Nunney 2018]. Yet, while endogenous antioxidants (e.g., 

vitamin C) counteract oxidative stress, dietary supplements 

(e.g., vitamin A, E) hardly increase lifespan, at least not 

maximum lifetime [Monaghan et al. 2009, Finkel and Holbrook, Dong et al. 2016]. 

Interspecifically, senescence is accelerated by unsaturated 

lipids in membranes, decreasing with size and higher in 

mammals than in birds [Hulbert 2003]. 



Specific. While narcotic and reactive substances interact 

indiscriminately with lipids, proteins and nucleic acids, other 

xenobiotics bind to specific receptors, usually competing with 

biotic compounds [Table 44]. Some compounds interfere with 

elementary metabolic reactions occurring in most species, like 

uncouplers or blockers of oxidative phosphorylation. Others 

affect processes in some species only. Detergents, pesticides 

and pharmaceuticals, for instance, are designed to 

deliberately attack target taxa, such as viruses, bacteria, 

fungi, weeds or insects. Since pathogen target receptors are 

highly conserved [Section 8.2.1], most antibiotics attack protein or 

lipid synthesis, carbohydrate metabolism and nucleic acids 

replication [Crofts et al. 2017]. Pesticides often mimic or disrupt 

regulatory amino acids and proteins (e.g., neurotransmitters, 

hormones, enzymes). Some insecticides activate opening or 

prevent closure of ion channels. Others stimulate synaptic 

transmission, either globally inhibiting (GABA) or specifically 

blocking (AChE, AR (caffeine)). Target species are 10 to 100-

fold more sensitive than other taxa due to one or two amino 

acids changes in the affected protein [LaLone et al. 2014]. Pathogens 

and pests may subsequently develop resistance against 

antibiotic or xenobiotic compounds by reducing concentration 

in the cell (decreased influx, enhanced degradation, increased 

efflux) or at the site of action (altered, overexpressed targets) 

[Crofts et al. 2017, Atashgahsi et al. 2018, Gould et al 2018]. Compounds with a specific 

mode of action may also be accidently released into the 

environment. The dioxin 2,3,7,8-TCDD, the deadliest 

substance produced by man, for instance, is a by-product of 

herbicide production and waste incineration, interfering with 

the aryl hydrocarbon receptor (AhR). Endocrine disruptors like 

alkylphenol ethoxylates mimic natural hormones, in particular 

estrogen [Korsman et al. 2015]. 

Physical. In addition to above-described modes of action 

involving chemical interactions of molecules (<600 Da), 

various kinds of physical effects may be induced by 

particulates (>600 Da). In plants, light and nutrient absorption 

can be limited by nano- or microparticles, disrupting 

membranes or overshadowing chloroplasts [Nolte et al. 2017a&b]. In 

animals, biotic (e.g., cholesterol crystals) and xenobiotic (e.g., 

dust, asbestos, fullerene) particulates may mechanically 

induce inflammation, subsequently generating mutagenic 

oxidants [Knaapen et al. 2004, Yazdi et al. 2010, Zhu et al. 2016, d'Hont et al. 2021c]. 

Alternatively, these pollutants may replace biotic constituents 

of the same size (e.g., chromosomes, food items) [d'Hont et al. 2021c]. 

Synthetic particles tend to differ in size (smaller), shape 

(sharper), surface (larger) and concentration (higher) 

compared to natural particles [Mossman et al. 2007]. However, it is 

difficult to separate the chemical effect of individual molecules 

adsorbed to or leaking from the particles from the mechanical 

impact of the particle itself [Mossman et al. 2007]. Detailed modelling of 

pathways might elucidate which of the potential modes of 

actions is actually dominating. While strong forces increase 

inflammation, a mild pressure (massage) may actually reduce 

it by normalising protein, oxygen and metabolite levels [Crane 

2012]. 

Thermal. While biological rates increase exponentially with 

temperature between about 0°-35° C, proteins and nucleic 

acids become irreversibly disturbed outside this range [Dell et al. 

2011, Carey et al. 2016]. Low temperatures reduce the fluidity of the lipid 

membrane interfering with protein-driven processes. In 

Table 44. Site and mode action with examples substances and water contents pwp. 

name site of action mode of action substances pwp 

non-specific     

  non-polar narcotic inner membranes disturbs membrane lipids or proteins alcohols, (halo)alkanes, fumigants  

  polar & ester 
narcotic 

outer membranes ,, phenols, anilines, amines, esters 0.36 

  reactive cytosol binds to SH, NH2, COOH in proteins, 
R/DNA 

epoxides, aldehydes, metals 0.50 

specific (most taxa)     

  oxidative uncoupling mitochondria membrane uncouples oxidative phosphorylation high halo/nitrophenols, alkyl tin 0.31 

  oxidative blocking ,, blocks oxidative phosphorylation rotenone, cyanide, sulphide 0.30 

specific (some taxa)     

  antibiotic  protein/lipid/carbohydrate/nucleic acids aminoglycosides, sulphonamides, quinolones  

  phytotoxic (D1) chloroplast membrane inhibits photosynthesis D1 protein azines (triazine), ureas (diuron) 0.23 

  phytotoxic (IAA) cell membrane mimics cell division hormone auxin phenoxy acetic acids (24D, 245T) 0.36 

  phytotoxic (AA) ,, inhibits amino acid synthesis sulfonylureas, imidazolines, glyphosate  

  fungitoxic (SH) ,, binds to thiol (SH) in various enzymes dithiocarbamates (Zineb, Ziram)  

  fungitoxic (ES) ,, inhibits ergosterol synthesis azoles  

  neurotoxic (Na) neuron membrane activates Na+ transport channel proteins DDT-E, pyrethroids, alkaloid toxins 0.12 

  neurotoxic (GABA) ,, inhibits γ-amino butyric acid & Cl- chlorocyclodienes, -cyclohexanes 0.53 

  neurotoxic (AChE) synaptic cytosol inhibits acetylcholine esterase K/Na+ phosphates, carbamates, nicotinoids 0.60 

  Ah-mediated (AhR) cytosol binds to aryl-hydrocarbon receptor PCCD, PCDF, PCB, PAH 1.00 

  endocrine disrupting  binds to/mimics hormones (thyroid) alkylphenol, ethoxylates, bisphenol A  



addition, crystallisation of water in the cytoplasm damages cell 

membranes. Cold-water species have extended the interval to 

temperatures below 0°C by increasing the amount of 

unsaturated membrane lipids and antifreeze proteins or 

carbohydrates [Hulbert 2003, De Hoop et al 2011, Elshout et al. 2011, Section 7.4]. At 

increasing temperature, oxygen supply increases near-

linearly, since decreasing dissolution is more than 

compensated by increasing diffusion but oxygen demand 

increase exponentially [Equation 53, Verberk et al. 2011, Elshout et al. 2013, Schmidtko et al. 

2017, Woods et al. 2022]. So, at high temperatures demands for basic 

resources like oxygen (aquatic) and water (terrestrial 

organisms) can not longer be met by supplies causing 

collapse by, e.g., asphyxiation, desiccation and vasodilation. 

Reaction. After detection of physical, chemical, biological and 

thermal stress, transcription of stress genes is upregulated to 

counteract intruders [Chen 2016]. A set of about 300 genes 

conserved in all species codes for a “minimal” stress proteome 

[Kultz 2005]. Chaperones, such as heat shock proteins, recognize, 

repair and remove corrupt nucleic acids, proteins and lipids. 

Enzymes, like antioxidants, control the redox status of the cell. 

Sudden, prolonged or repetitive physical, chemical or 

biological agents are blocked by film or mucus secretion, 

epidermis/thelium thickening and fluid retention (swelling). 

Output is enhanced by active removal, e.g., by bleeding, 

sneezing, coughing, vomiting, diarrhoea, rubbing and 

scratching [Profit 1991]. Physical deformities (fractures, bruises, 

wear etc.), chemical substances and biological enemies are 

immobilised by fibrillation, stiffening, dissolution (e.g., in 

vacuoles), coagulation and sequestration (e.g., in granules, 

bones) as well as preventing interference with life processes. 

In addition to storing agents at a safe place, dangerous 

substances are deactivated and parasites are destroyed. 

While biochemical reactions generally reduce both the 

concentration and effect of substances, activation causes 

metabolites to become more potent than their parent 

compounds. Finally, locomotion and production, stimulated by 

pain and fatigue, are reduced to reallocate fat and (muscle) 

protein as energy and materials to repair or replacement. 

Instead of repair or replacement, functions can also be 

transferred, e.g., from impaired joints to stiffened muscles or 

from affected to healthy brain parts. Healing of injuries and 

infections may be accelerated by thermal (e.g., fever, heat), 

mechanical (e.g., rubbing, exercise) and chemical (e.g., 

licking, drugs) treatment, increasing fluxes of sap, blood and 

lymph as well the nutrients and pollutants carried. Note that 

removal, blockade, immobilisation, deactivation-destruction 

and repair-replacement in the dynamic stage [Chapter 8] 

correspond to advection, diffusion-transfer, partitioning, 

transformation and (re)production in the kinetic phase, 

respectively [Chapter 7]. 

 

8.2.2 Individuals and species 

Action. The subsequent series of events following cellular 

changes [Section 8.2.1] leading up to an effect at the individual level 

is sometimes called an adverse outcome pathway (AOP). 

Starting with essential and thus probably highly conserved 

pathways, inventories have been set up [https://aopwiki.org/]. 

Unfortunately, even a single substance may have different 

modes of action in one species depending on exposure type 

and duration as well as life-stage, gender and body 

composition of the individuals. Separately identifying parallel 

pathways following simultaneous exposure to multiple 

pressures is therefore cumbersome [Fedorenkova et al. 2010]. 

Traditionally, one therefore studies impact of stressors on 

sensitive organ(ism)s. Of all organs, those involved in 

exchange tend to be affected first. Air pollutants, such as 

volatile organic compounds (VOC), hydrocarbons (smog), 

particulates (e.g., dust) as well as arial pathogens, especially 

viruses, disturb lungs while water contaminants like metals 

interfere with gills. Toxins, toxicants, pathogens and parasites 

cause problems in guts, while materials, plants and animals 

irritate skins. After uptake, metabolically active and thus 

well-perfused organs like heart (cardiotoxic), liver 

(hepatotoxic) and kidneys (nephrotoxic) become rapidly 

exposed. In addition, regulatory components, such as 

nervous (neurotoxic), endocrine (hormone disruptive) and 

immune (immunotoxic) systems are easily affected, the more 

so in quickly developing immature life-stages (teratogenic, 

meta-)morphotoxic). While organs or life stages may clearly 

suffer, response at the individual and population level may not 

become apparent, as demonstrated for feminisation in fish 

[Hamilton et al. 2014]. 

Reaction. In addition to cellular response, organisms have 

also developed strategies to cope with stressors of a physical, 

chemical, biological or even psycho-sociological nature. 

Intraspecific and interspecific differences can be understood 

from the slow-fast continuum [Section 7.4]. For all, acute survival 

and chronic reproduction are maximised by tuning 

physiological, immunological, ethological and ecological 

options in a concerted way. (Re)production is affected at lower 

levels than survival because processes of no immediate 

urgency are downregulated during stress to save energy and 

reduce vulnerability [Kultz 2004]. Hence, reduction of growth in 

juveniles, offspring delivery by adults, reproduction in 

populations and turnover in communities often serve as a 

quantitative indicator of a myriad of disorders that are 

otherwise difficult to compare. Although respiration could, in 



principle, be a good marker as well, stressors may both 

decrease and increase oxygen use, as noted for, e.g., 

chemicals blocking and uncoupling oxidative phosphorylation, 

respectively [Table 44]. Hence, re-allocation of energy to cope with 

natural and anthropogenic stress might be best assessed by a 

decrease of the production efficiency at the level of 

individuals, populations and communities. 

Figure 76. Interactions between temperature T, malnutrition, salinity Cl 
and toxicants [Heugens et al. 2001]. 

 

Interaction. Organisms are usually simultaneously exposed to 

a set of natural and anthropogenic stressors [Heugens et al. 2001]. 

Ecosystem and human health depend on physical (e.g., water 

inundation, sediment burial), macro-chemical (e.g., pH, O2), 

toxicological (e.g., Cd2+), microbiological (e.g., pathogen 

content) and ecological (e.g., vegetation structure) factors [Figure 

10, Figure 11]. If more than one factor dominates, one has to 

consider their mutual interaction. For water, nutrient and 

energy depletion, several options are available, ranging from 

non-substitution [Von Liebig 1840] to full substitution [Section 4.2]. For 

toxicants, related models have been developed. Since 

combined exposure to multiple stressors has historically been 

the domain of toxicology and pharmacology, models and data 

have been largely generated in these disciplines. If two 

stressors enforce each other, i.e., if the impact of two together 

is more than the sum of each, interaction is said to be 

synergistic. In the opposite case of weakening each other, 

stressors act antagonistically. Often the response to a 

substance increases proportionally after adding an extra 

stressor, such as temperature or malnutrition [Figure 76]. Acute 

toxicity is increased by elevated temperatures because of 

faster uptake, while low food levels increase chronic effects of 

toxicants. Some factors, however, protect organisms against 

adverse effects. Salinity for instance, may decrease the 

availability of metals for uptake. 

 

8.3 Quantitative idealisation 

Occupied or affected fraction. While many equations are 

used to describe specific pressure-impact relationships, few 

relationships allow application across disciplines. Yet, the two-

compartment loop [Section 4.3.2] has frequently been used as a 

simple dose-response function applicable to many different 

physico-chemical stressors and biological entities [Crowley 1975, Focke 

et al. 2017]. The cumulative fraction of enzymes, cells, organs, 

individuals and species occupied or affected by a stressor pos 

= S1/(S1+S2) can be obtained as a function of the nutrient or 

toxicant concentration (X=C) or food density (X=Ni-1) 

according to [Table 23] 

Equation 81. 

p
os
 = 

1

1+(X/X50)
-1/β

 = 
1

1+e-ln(X/X50)/β
 

If exposure time is proportional to changes in stress such as a 

decreasing resource area (A ~ t) or an increasing toxicant 

concentration (C ~ t) [Section 8.4.2], Equation 81 collapses to a 

Prout-Tompkins or a Verhulst-Pearl equation [Section 4.3.1,Bosveld et al. 

2015, Focke et al. 2017]. 

Median response levels. The concentration or density X50 at 

half of the maximum is known as the half-saturation 

constant or median response concentration. Just as for 

kinetics [Section 7.9], the inverse 1/X50 reflects the affinity of the 

resource or agent for the enzyme, cell, organ(ism) or other 

entity involved. Low half-saturation constants X50 indicate that 

an entity efficiently attains sparsely available resources, while 

high values imply that the entity is adapted to rich 

environments. Likewise, strong agents require only low 

response concentrations X50 to be effective, while weak 

agents affect receptors at high response concentrations only. 

Slopes. In physiology and ecology, variability is quantified by 

slope β, with 1/β originally expressing to competitive (<1), 

indifferent (=1) or cooperative (>1) interactions, yielding 

hyperbolic (≤1) and sigmoid (>) curves, respectively [Figure 77]. In 

risk management, differences are expressed by ratios like 

EC50/ECp = (1/p-1)-1/β. Slopes can be obtained statistically by 

fitting or visually from graphs as β = log(X50/X) / log((1-

0.25)/0.25) ≈ 2·log(X50/X). Alternatively, standard deviations 

may be converted as β = σ/1.7 from ln-normal [Kooijman 1981]] and β 

= ln(10)·σ/1.7 = 1.4·σ from log-normal distributions [Table 17]. 
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Figure 77. Fraction of (un)occupied molecules or (un)affected 
individuals and species p as a function of the resource or pollutant 
concentration C. 

a. occupied fraction pos vs. linear nutrient concentration C. 

 

. unoccupied fraction 1-pos vs. logarithmic toxicant concentration C. 

 

Molecule and cell. For concentrations C ranging from 0 to ∞, 

the fraction of receptors pos bound to nutrients or toxicants 

increases from 0 to 1 [Hill 1910, Michaelis and Menten 1913, Monod 1942]. In the 

same direction, conversion rate constants k increase with the 

occupied pos (nutrients) or unoccupied 1-pos (toxicants) 

fraction [Figure 77a+b]. Attachment of the next may (1/β>1) or may 

not (1/β=1) be facilitated the molecules already bound, with 

slope 1/β reflecting the maximum number of substrates bound 

per receptor [Goutelle et al. 2008]. Both hyperbolic and sigmoid curves 

are commonly observed, e.g., in transport of oxygen, 

transformation of metabolites and in vitro narcotization by 

anaesthetics. 

Organ and individual. Just as transport by carriers and 

transformation by enzymes limits cell metabolism, one may 

regard the absorption, ingestion and assimilation capacity of 

plants and animals to limit conversion of water, nutrient and 

food, known as the Holling functional response [Holling 1959, Sibly and 

Hone 2002, Lafferty et al. 2015]. Although handling of prey by predators is 

often separately included in models, gut evacuation dominates 

saturation [Jeschke et al. 2002]. The hyperbolic type II (1/β=1) often 

applies to plants, invertebrates, herbivores and specialist 

carnivores feeding on one resource type only, especially 

under laboratory conditions [Monod 1942, Holling 1959, Real 1977]. The 

sigmoid type III (1/β≈2) is frequently observed in vertebrates 

and generalist carnivores where intake is facilitated by 

learning, in particular under field conditions where animals can 

preferentially recognise and handle abundant food sources 

[Holling 1959]. 

Species and community. The hyperbolic and logistic 

equations are also used to describe (primary) productivity and 

density as a function of water, nutrients and other resources 

[e.g., Lieth 1973, Cebrian 1999, Liu et al. 2013, Tilman and Downing 1994]. Just as groups of 

substances fulfil different functions in organisms [Figure 53], 

groups of individuals occupy specific niches in populations 

and communities. Niches are theoretically thought of as n-

dimensional hyper-volumes, graphically expressed as arrays 

of bell-shaped curves along each resource or agent. While 

conceptually useful, empirical application across multiple 

pressures and species is virtually absent. Hence, as an 

analogy to empty enzymes and guts, unoccupied niches may 

be thought of as allowing conversion to increase. For instance, 

the number of size classes filled may increase with rainfall 

from just grass to herbs and trees. In any case, the half-

saturation constant and the maximum rate can be 

conveniently estimated from the graphs. 

 

8.4 Median response levels 

8.4.1 Oxygen, nutrients, water 

Half-saturation constant. Scarcity of resources impacts life 

at various scales. At local and short-term dimensions, for 

instance, hypoxia, dehydration and malnutrition induce pain 

and damage in human tissues. At global and long-term scales, 

organism mass and density decrease with dropping oxygen, 

water and nutrient levels, across the earth and throughout 

evolution [Section 6.2.1]. Concentrations C and densities Ni-1 of 

resources vary orders of magnitude depending on type, time 

and space. To allow for maximum response to fluctuations, 

one theoretically expects half of the maximum rates to be 

achieved at concentrations C50 and densities N50,i-1 close to 

ambient levels [Sinsabaugh et al. 2014]. For enzymes, empirical 

Michaelis constants were indeed close to physiological 

concentrations of substrates [Benner 1989, Crowley 1975]. For organisms, 

half-saturation constants increased with light, nutrients and 

water levels along aquatic-terrestrial, temperate-tropical, 

understory-canopy and oceanic-coastal gradients, indicating 

proximity to ambient levels as well [Crowley 1975, Vallina et al. 2014, Carpenter and 

Guillard 1971]. At the molecular level, half-saturation constants 

decrease with substrate mass while the relationship to 

enzymes size has not been studied [Table 45]. At the individual 

level, half-saturation constants increase with organism mass. 

Values increase slightly for nutrients and plants and 

considerably for food and animals. The 1 to 2 order of 

magnitude difference between the intercepts of plants and 

animals can be understood from the difference between 
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nutrients dissolved in water and accumulated in food, 

respectively. For animals, the half-saturation constant simply 

follows the average food density, scaling with the same 

exponent as N50,i ~ Ni-1 ~ mκ [Figure 91]. For plants, the gentler 

slope may reflect reduced affinity 1/N50 for nutrients, water or 

other limiting resources. Such a slope emerges, for instance, if 

individual exchange area increases geometrically and density 

decreases allometrically with mass, so that total area, 

proportional to affinity scales as A·N ~ 1/N50 ~ m⅔·m-¾ = m-1/12. 

Since half saturation densities tend to optimise around 

ambient levels, one thus expects organism mass to increase 

with resource availability. Such a pattern has been observed 

for pico-, nano-, micro- to macroalgae from poor mid-ocean to 

rich coastal water as well as from grass to trees in dry to 

humid land. Yet, the same pattern can also be explained from 

production-biomass relationships [Section 9.4.3]. Overall, size 

dependence of half response levels has been poorly studied, 

despite the ubiquity and perhaps even uniqueness of two-

compartment loops as determinants of the pace of life and 

thus their potential to explain scaling exponents across taxa 

and levels [PoS/WP4 et al. 20xx]. 

Table 45. Half saturation constants X50 for rates and states as a 
function of molecular mass M (or octanol-water partition ratios Kow) of 
transformed substances and mass m of enzyme, plant and animal 
taking in resources. 

 

8.4.2 Toxicants 

Median response level. As whole-body residues are difficult 

to obtain, median response levels have traditionally been 

measured as concentrations EC50 [kg∙kg-1] in exposure 

media (air, water, food) and as doses ED50 [kg∙kg-1] or 

dosages ED50 [kg∙kg-1∙d-1] administered to individuals. The 

median refers to 50% affected individuals in a population 

(EX50) or 50% affected species in a community (HX50). The 

critical residue in the body CBR can be approximated by 

multiplying the concentration in the exposure medium, e.g., 

water, with the accumulation ratio, e.g., the bioconcentration 

factor as CBR = C50 = BCF·EC50. 

Figure 78. Critical concentrations [mol∙kg-1] in water and organisms 

C50 versus physico-chemical properties (Kow, 2r) for non-specific 
and specific modes of action [Table 44, McCarty et al. 1992, McGrath et al. 2004]. 

 

External median response level. Organism-water 

accumulation ratios BCF increase and response 

concentrations in the reference phase water EC50 or HC50 

decrease with the octanol-water partition ratio Kow for organics 

and the covalent index 2r for metals [Figure 70, Figure 78]. The slopes 

have the same value but oppositive sign so that the critical 

body residue is independent of these properties. Theoretically, 

the slope (1-pwp)/(1-pwo) depends on the water contents pwp of 

the site of action relative to that of octanol pwo while the 

intercept is related to the mode of action. Upper levels apply 

to baseline or minimum toxicity observed for neutral 

narcotics [Veith 1983, Van Leeuwen 1986, 1991 & 1992, Schultz et al. 1986, Deneer et al. 1987, Yoshioka 

et al. 1986, Hansch et al. 1989, Ikemoto et al. 1992, Cash and Nabloz 2001, Posthumus and Slooff 2001]. 

Excess toxicity is revealed by intercepts of, on average, 1 

(polar narcotic) to 2 (reactive, specific) orders of magnitude 

below than the baseline of 0.2 mol·dm-3 [Verhaar et al. 1992]. 

Empirically, acute single-species toxicity EC50 scaled from Kow
-

0.87 for narcosis in lipid membranes to Kow
-0.42 for neurotoxicity 

at cytosol synapses [Table 44, Figure 79]. Slopes close to -1 have also 

been observed for neutral narcosis in other species and, with 

one order of magnitude lower intercepts, at no-effect levels [Van 

Leeuwen et al. 1992, McGrath et al. 2004 & 2005, Austin et al. 2014 & 2015]. Exponents for 

pesticides affecting algae, daphnids and fish affected by were 

also at the lower end of in the range [Hansen 2004]. Acute multi-

species toxicity scaled to about HC50 ~ Kow
-0.5 for most modes 
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enzymes      

 trans- natural C50 μmol∙L-1 102±1.5 [Ba11,Si14] 

  formation    20∙Kow
-0.3 [Ba11] 

    5.3∙103∙e-0.02∙M  

 synthetic C50 - Kow
-0.2…-0.7 [Pi12] 

aquatic plants     

 production nitrogen C50 kg∙dm-3 1∙10-7∙m0.08 [MH14] 

 phosphorus C50 kg∙dm-3 5∙10-7∙m0.05 [MH14] 

 diversity phosphorus C50 kg·dm-3 5∙10-7 [Az13b] 

 terrestrial plants     

 production nitrogen C50 g∙m-2∙y-1 75 [Ni16] 

 precipitation φ0w,50 m∙y-1 1 [Li73,LV03] 

 temperature T50 °C 10 [Li73] 

 diversity pH pH50  ambient, 4 [Az13a.Fe12] 

 height prec.excess φ0e,50 m∙y-1 0.25 [Kl15] 

animals      

 ventilation oxygen P50  37∙m-0.05 [Ru20,NL58] 

 consump- aq. algae N50 kg∙dm-3 10-1.5±2.6m0.43±0.23 [MH14] 

 tion terr. plants  kg∙km-2 4.9∙104∙m0.20  

 aq. animals  kg∙dm-3 4.7∙10-7∙m-0.22 [MH14] 

 terr.animals  kg∙km-2 1.5∙101∙m0.57  

 food  kg∙dm-3 1∙109∙m0.56 [MH14] 

 food 
 kg∙dm-2

…3 
..m0.75--0.60 [KT20] 

Sources: Azevedo et al. 2013a&b, Bar-Even et al. 2011, Fedorenkova et al. 2012, Kiørboe and Thomas 2020, Lee and Veizer 2003, 

Lieth 1973, Klein et al. 2015, McNickle et al. 2016, Mulder and Hendriks 2014, Nielsen and Larimer 1958, Pirovano et al. 2012, 

Sinsabaugh et al. 2014. 



of action. Since hydrophobic substances need more time to 

reach equilibrium, slopes are expected to be steeper for 

chronic compared to acute exposure. As long-term toxicity (∞) 

can be approximated from short-term EC(4d) levels as 

EC50(∞) = EC50(4)·4·kex,X ~ EC50(4)·4·Kow
-0.5 the actual slopes 

might be steeper Kow
-0.5-0.5 = Kow

-1 [Hendriks 1995c, Hendriks et al. 2001]. 

Indeed, chronic multi-species toxicity of narcotic hydrocarbons 

scaled as Kow
-0.94 [McGrath et al. 2018 & 2021]. Intercepts will increase if 

more labile substances and fewer target species are included 

in the set. Just as noted for accumulation, deviations from the 

average regression line may be due to reactive and steric 

properties, especially of hydrophilic compounds and polar 

modes. Despite clear accumulation of very hydrophobic 

substances [Section 7.7.1], some suggest toxicity to cut off at 

Kow>106 [Redman et al. 2012, 2014 & 2017, Parkerton et al. 2021]. Variability between 

substances can be accounted for by adding more chemical 

properties to the QSARs [Douziech et al. 2020]. In the absence of 

explanations by physiological or ecological traits, 

tolerances are often ascribed to and predicted from phylogeny 

[Raimondo et al. 2007, Guénard et al. 2011, Malaj et al. 2016, Douziech et al. 2020]. Despite 

occasional claims, most studies indicate that HC50 values of 

species sub-sets are unrelated to biome (tropical, temperate, 

arctic, marine, freshwater and terrestrial) and origin (native, 

exotic, lab, wildlife) [Raimondo et al. 2008, De Hoop et al. 2011, Leuven et al. 2011, Golsteijn et 

al. 2013, Del Signore et al. 2016, Yanagihara et al. 2022]. Lab populations appears 

somewhat more sensitive than field populations of the same 

species [Romero-Blanco and Alonso 2020]. Organisms naturally exposed to 

pollution, like benthic worms and insects, appear somewhat 

more tolerant than those inhabiting cleaner biotopes, like 

pelagic crustaceans and fish. 

Figure 79. Critical concentrations [mol∙kg-1] in water versus octanol-
water Kow for different modes of action [Table 44]. 

a. Acute L/EC50 in water for the standard species Selenastrum 

spp. and Pimephales promelas [Russom et al. 1997, Sappington et al. 2010, De Zwart 

and Posthuma 2015]. 

 

b. Acute HC50 in water for all species after correction for 

undissolved fractions [Wang and Hendriks 2022]. 

 

Internal median response levels. For the same endpoint, 

internal response concentrations C50 vary by almost 10 orders 

of magnitude across chemicals and species [Figure 80a]. Yet, 

reactive and respirotoxic substances non-specifically affect 

all plants and animals at levels that are only 1…2 orders lower 

than noted for narcotics [Figure 80a, Verhaar et al. 1992], with minor 

differences attributed to chemical structure and molecular 

weight [McGrath et al. 2018]. By contrast, some substances kill some 

taxa specifically at low concentrations and other taxa 

narcotically at high levels, together encompassing up to 5 

orders of magnitude [McCarty and Mackay 1993, Barron et al. 2002, Traas et al. 2004, Hendriks et al. 2005b]. 

As an example, for 2,3,7,8-TCDD, the lower end of the range 

applies to (vertebrate) animals, while the upper end refers to 

(invertebrate) species lacking AhR receptors [Hahn and Stegeman 1992]. 

The median response concentration in organisms C50 

depends on fat contents but is indeed largely Kow-independent 

for hydrophobic substances and neutral modes [Hendriks et al. 2005b]. 

1E-12

1E-10

1E-08

1E-06

1E-04

1E-02

1E+00

1E-02 1E+00 1E+02 1E+04 1E+06 1E+08

octanol-water partition ratio Kow [/]

c
ri

ti
c
a

l 
c
o

n
c
e

n
tr

a
ti
o

n
 C

5
0

[m
o

l·
d

m
-3

]

• data

— regression

- - model

+
Ah

1E-12

1E-10

1E-08

1E-06

1E-04

1E-02

1E+00

1E-02 1E+00 1E+02 1E+04 1E+06 1E+08

octanol-water partition ratio Kow [/]

c
ri
ti
c
a
l 
c
o
n

c
e
n

tr
a
ti
o
n
 C

5
0

[m
o
l·
d

m
-3

]

• data

— regression

- - model

…

phyto (IAA)



Figure 80. Internal critical concentrations measured (LR50, pink) or 
estimated (BCF·LC50, blue) in cold-blooded organisms and measured 
(LD50, red) in warm-blooded animals at sub-lethal (plants) and lethal 
(animals) levels as average (dots) and standard deviation (bars) for 
several modes of action [Hendriks et al. 2013]. 

a. Median hazardous level HL50 [mol·kg-1…dm-3] 

 

b. Standard deviation σ. 

 

Acute versus chronic level. Due to financial and practical 

constraints, information on short-term assays is far more 

abundant than on long-term tests. If a substance affects an 

organism by the same mode of action after exceeding an 

internal threshold (CBR), we can relate the acute-chronic ratio 

of the external concentrations EC(t)/EC(∞) to the elimination 

rate constant kX,ex and exposure time t of a one-compartment 

model according to [Hendriks 1995c] 

Equation 82. 

EC50(t)

EC50(∞)
 = 

1

1-e-kX,ex∙t
 = 

1

1- (1+∑
-kX,ex∙t

i!
n
1 )

 ≈ 
1

kX,ex∙t
 

                  = 
1

10
0…2

∙kp∙0.01…1/kp
 = 1…10 

The acute-chronic ratio C(t)/EC(∞) can be approximated within 

30% by 1/k·t if k∙t<0.7. Elimination scales to mass within the 

range noted for production and consumption as kX,ex = 

100…2·kp [Figure 73b]. Exposure time can be written as a fraction of 

the organism's lifespan, typically 1% for acute and >10% for 

chronic t = 0.01…1·τd = 0.01…1/kp [Figure 65b]. The acute-chronic 

ratio C(t)/EC(∞) of 1…10 derived from theoretical kinetics 

(partly) overlaps with the empirical and default ranges [Table 46]. 

Rewriting Equation 82 shows that the product of concentration 

and time EC50(t)·t is constant, known as Haber's rule [Haber 1924, 

Miller et al. 2000]. While we thus theoretically derived the invariance 

from the threshold-concept for reversibly bound substances, 

Haber's rule has often been confirmed for irreversible 

compounds by a constant Area Under Curve (AUC). 

Additionally, external concentrations in acute assays are 

theoretically expected to increase with the mass of the 

organism as EC50(t) ~ 1/k ~ 1/m-κ = mκ ≈ m¼. Empirically, 

continuous exposure LC50 [kg∙L-1] depended on mass as 

m0.66±0.14, while repeated and single doses yielded LD50 

[kg∙animal-1] scaled as m0.7±0.04 and m1.0±0.01, respectively [Hendriks 

2019]. Apparently, water, food and blood flow delays mortality at 

acute aqueous and sub-acute oral dosing but not in acute-oral 

exposure. 

Lethal and sub-lethal level. While lethal concentrations in lab 

experiments allow for a comparison across substances and 

species, sub-lethal levels are more relevant for field 

conditions. In vitro assays for DNA and oxidative damage but 

not gene expression was 35-50 more sensitive than in vivo 

tests on cadmium and oil [Table 46]. Minor deviations from normal 

behaviour were observed at LC50/100 while most substances 

induced serious anomalies at LC50/10 and LD50/10 [Tucker and Leitzke 

1979, Hendriks and Stouten 1993, Hendriks 1995c]. On average, concentration 

affecting growth and reproduction are 2.4…2.5 times smaller 

than lethal levels [Table 46]. Subtle effects of chemicals are 

reported frequently, across regions and species, correlating 

exposure to disturbance of, e.g., brains and hair [Naudin et al. 2019, 

Sagiv et al. 2019]. 

 

8.4.3 Temperature 

Rate optima. Since respiration as well as protein and nucleic 

denaturation increase exponentially with heat, life processes 

are optimal functions of temperature. Across species, the 

optimum varies from 20°C (aquatic) to 30°C (terrestrial) at an 

average of 25°C [Dell et al. 2011]. Across traits, the optimum varies 

between 10 and 40° in microbiological [Alster et al. 2018] and … in 

macrobiological communities, depending on the taxon, 

system, source and process. Within liveable margins of about 

0°-40° C, enzymes, individuals and species apparently adapt 

to ambient levels [Nguyen et al. 2016].  
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Figure 81. Fraction of fish species affected by minimum and maximum 
temperature [Leuven et al. 2011 > De Vries et al. 2008 > QTOX/DC4 et al. 20xx]. 

 

Abundance shifts. Global warming with temperature shifts in 

time may lead to seasonal mismatches in consumer-resource 

interactions, such as between peak food availability and 

demand [Stenseth et al. 2002, Post et al. 2013, Thackeray et al. 2016]. Yet, some species 

are able to tackle this change [Reed et al. 2013]. Species may also 

escape increasing temperature spatially by migrating from 

low to high latitudes or altitudes [Walther et al. 2002, Thomas et al. 2004, McCarty et al. 

2010]. Yet, some are unable to trace global warming because 

they have to cross unsuitable habitat, such as island species 

in oceans. Humans can escape warming and cooling by 

heating and air-conditioning. Anticipated impact on 

communities can be confirmed by studying heat discharge in 

rivers, increasing water temperature by more than 2°C [Kuipers et al. 

2015, Figure 82]. 

 

8.5 Slopes 

8.5.1 Oxygen, nutrients, water 

… slopes. Enzymes. 

Functional response slope. In addition to the hyperbolic type 

II (1/β=1) and sigmoid type III (1/β=2), functional response by 

organisms may also be linear, known as the Holling type I 

[Holling 1959]. Type I responses were observed in filter feeders only, 

while type II was prevalent in non-filter feeders [Jeschke et al. 2004]. 

However, this may also reflect a lack of low food density 

treatments [Uschko et al. 2015]. Slopes 1/β tend to increase with 

consumer-resource mass ratios but theoretical and empirical 

underpinning is limited [Kalinkat et al. 2013]. 

Figure 82. Fraction of fish species affected by minimum oxygen 
content [Elshout et al. 2013]. 

 

Since tolerance depends on a large set of small factors, the 

fraction individuals or species affected increases sigmoidally 

with hypoxia, drought and related stressors [Elshout et al. 2013, Collas et al. 

2014]. 

 

8.5.2 Toxicants 

Response slope. Slopes have been far less studied than 

medians. Although single-species data are scarce, reviews 

suggest intraspecific slopes β in the 0.3…0.4 range for EC50 

of cold-blooded organisms [Barnthouse et al 1987, Solbe et al. 1991, Smit et al. 2001] 

and around 0.2 for LD50 warm-blooded animals [Gaines 1969, Weil 1972]. 

Interspecific slopes are about 2…3 times gentler, viz. β = 

1.4·σ = 0.5…1.0·σ = 0.7…1.4 for heterogenous cold-blooded 

taxa and 1.4·σ = 0.3…0.4 = 0.4…0.6 for homogenous birds 

and mammals [Figure 80b]. Within these ranges, the lower and 

higher ends apply to non-specific and specific modes of 

action, respectively. Variability in acute and chronic exposure 

is about equal [Hiki and Iwasaki 2020]. The few slopes obtained from 

multi-species mesocosms were close to values derived from 

combinations of single species lab tests, suggesting that 

interaction between species can be neglected [Van den Brink 2002, Maltby 

et al. 2005]. The median C50 and slope β decrease with the number 

of species tested, suggesting that substances with a specific 

mode of action are more thoroughly studied [De Zwart 2002, Henning-De 

Jong et al. 2009, Hendriks et al. 2013]. The safety factor of 10 used for 

interspecies differences in human toxicology thus nearly 

covers the 5-95% range of 42 = 16 observed [Lautz 2020]. 
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Figure 83. Affected fraction p of individuals (a) and species (b) 
affected versus substance concentration according to hypothetical 
data (dots) and model (curves) with median Effect Concentration EC50 
and median Harzardous Concentration HC50 for homogenous and 
heterogeneous datasets [Stephan et al.1985, Van Straalen and Denneman 1989]. 

a. individuals 

 

b. species 

 

Response interval. Combining median μ and standard 

deviations σ (or slope β) of critical levels in organisms C50, 

with acute/chronic or sub/lethal extrapolation factors EF, we 

obtain the response concentration in water of any fraction x of 

individuals or species affected H/ECx as a function of octanol-

water partitioning Kow [McGrath et al. 2004, Wang et al. 2022] according to 

Equation 83. 

log(E/HC
x
) = μ(

1-p
wp

1-p
wo

) ∙log(Kow)+μ(log(C50))-μ(log(EF))-

kx√σ
2 (

1-p
wp

1-p
wo

) ·log(Kow)2+σ2(log(C50))-σ
2(log(EF)) 

Filling in fractions of 0.05, 0.5 and 0.95 yields a range of at 

both size of the median response [Figure 78]. 

 

8.5.3 Temperature 

Rate and time slope. Exponential response to temperature, 

reflecting changes in molecular velocities can often be 

described by Equation 53. Increase to the optimum proceeds 

at gentle slopes somewhat over 50 kJ·mol-1, equivalent to 

7%/°C and 200%/10°C [Table 31]. Decrease is about twice as fast 

[Dell et al. 2011]. Relationships can be used to approximate 

differences between cold and warm seasons, between cold-

blooded and warm-blooded species and between polar and 

tropical regions. Globally, soil respiration is an optimum 

function of temperature across most biomes but gross plant 

production appears to have adapted to temperature-

independence [Enquist et al. 2007a, Carey et al. 2016]. Following the 

equivalency rule [Section 5.3.3], rate constants on the one hand and 

time or length parameters on the other are expected to scale 

to temperature with a slope Ei/R of the same value but of 

opposite sign. Trade-offs of rate versus time are empirically 

well-established [Forster & Hirst 2012? > Rijsdijk 2016]. Production and 

respiration rates in warm-blooded organisms are higher than 

in cold-blooded individuals of the same size, while the 

opposite applies to age at maturity and at death. In fact, a 

gradual transition exists between ecto- and endothermic with 

intermediate values for, e.g., flying insects, sun-bathing 

reptiles and primitive mammals, with typical temperature of 

about +10°, 30° and 35° C, respectively [Section 7.4, Brattstrom 1965]. In 

humans, e.g., mortality only increased by 1…2% for each  C 

above or below the optimum [Huynen et al. 2001, Patz et al. 2005]. 

Density and diversity slope. Intra- and interspecific changes 

of states with temperature are less consistent than observed 

for rates. Over space, increase of production with temperature 

corresponds to an increase in community density from the 

poles to the tropics. For cold-blooded species, population 

density decreases and diversity increases inversely to 

temperature so that total community density is temperature 

independent [Allen et al. 2002]. By contrast, for warm-blooded 

species, population density is independent of ambient 

temperatures so that diversity as well as community density 

increase from the poles to the tropics. 

Asymptotic mass decreased with temperature within species 

[Verberk et al. 2018] but average mass across species did not 

consistently increase from cold to warm waters [e.g., Menezes dos Santos 

2018].  

Both intraspecific and interspecific variability in genetic 

composition also increase with a decrease of the latitude [Pereira 

2016].  

While medians for occurrence of species vary across taxa, 

conditions (lab vs. field) and origin (native vs. alien), slopes of 

temperature dependence are very similar [Collas 2019]. 

A meta-analysis of modelled fractions of species becoming 

extinct at a temperature increase by 1 to 5° C corresponds to 

an activation energy of -30 kJ·mol-1 [Table 31], Urban 2015]. 

The temperature quotient Q10 of ectotherms after an acute and 

chronic (post-acclimation) change of temperature varied 

around 2 across aquatic, marine and terrestrial systems [Seebacher 

et al. 2015]. 

These inconsistent patterns require a thorough review across 

spatial scales and in evolutionary trends [PhD/QTOX/DC4 et al. 20xx]. 
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8.5.4 Other stressors 

Median response level and slope. Many pressures claimed 

to be important have only qualitatively been linked to impact. 

Fortunately, Equation 81 can be being extended from water, 

oxygen, nutrients, toxicants and temperature to other 

pressures such as acidification, eutrophication, drought, 

stream velocity, drilling turbidity and so [e.g., Van Zelm et al. 2007, Smit et al. 

2008, Leuven et al. 2009, Verbrugge et al. 2011, Fedorenkova et al. 2012, Elshout et al. 2013, Collas et al. 2014, 

Azevedo et al. 2013a&b, 2015a&b]. Even more, if a habitat is deteriorated or 

restored linearly over time (trend) or space (gradient), the 

elapsed period or distance can also be used as an indicator of 

anthropogenic stress to individuals or species [Real et al. 2006, Van Kleef 

2010, Worthington et al. 2010, Van Duinen 2013, Bosveld et al. 2015, Torres et al. 2016]. As many 

stressor-response relationships are (log-)logistic, the medians 

and slopes allow for an assessment across stressors (e.g., 

toxicants … burial). Even more, evaluating different endpoints 

(e.g., numbers, rates, presence/absence), impact (no effect, 

sub-lethal, lethal) and conditions (in vitro, in vivo, in situ) 

allows one to compare effects without ("single", "direct", 

"intrinsic") and with ("multiple", "indirect", "actual") with 

feedbacks, from cells to communities. 

Figure 84. Unafffected fraction of indviduals or species versus 
concentration, temperature, lost habitat area, time etc. [Scheffer et al. 2001, Hobb 

2007, Van Kleef 2010.

 

 

8.6 Risk 

Point of Departure. Quality standards are obtained from 

response concentrations obtained in laboratory experiments 

preferably carried out under "Good Laboratory Practice" [EU 2018, 

Vrolijk et al. 2020]. Traditionally, the highest no effect concentration is 

selected as the Point of Departure (PoD). In human 

toxicology, the No Observed Adverse Effect Level (NOAEL) 

within a group of individuals serves as PoD. In ecotoxicology, 

the lowest No Observed Effect Concentration (NOEC) within a 

group of species was chosen. Calculation of NOAEL and 

NOEC depends on the concentration steps chosen, using 

information from two exposure levels only. Hence, risk 

assessment is gradually shifting towards the 5%-percentile of 

the whole dose-response curve as PoD, called the Benchmark 

Dose (BMD) in human toxicology and the 5% Hazardous 

Concentration (HC5) in ecotoxicology. 

Extrapolation factors. While chronic no effect levels C5(t→∞) 

are most relevant for society, acute lethal concentration 

C50(t<5) are well-demarcated endpoints that are robust to 

scientific analysis. If not measured, chronic no-effect levels 

may be obtained from acute values by so-called safety, 

uncertainty, application or extrapolation factors [Section 1.4, Chapman 

et al. 1998]. Combining acute-chronic, lethal-sublethal and median-

no effect ratios, each with a value of 2 to 3, yields long-term 

safe levels to be (2…3)3 times lower than short-term lethal 

concentrations [Table 46]. Natural background levels of metals 

were 3 times below sub-lethal and 100 times below lethal 

concentrations, suggesting evolution-induced tolerance [Biesinger 

et al. 1972, Lithner 1989, Hendriks 1995c, Wu et al. 2012]. Adaptation to naturally 

occurring PAHs by changes in the aryl hydrocarbon receptor 

(AhR) required a few generations in killifish [Reid et al. 2016]. 

Extrapolation factors are probably adequate rather than 

conservative [Martin et al. 2013] but a coherent integration of values 

for steps in accumulation and toxicity is lacking [PoS/WP2 et al. 20xx]. 

Note that the corresponding ratios EC50/EC5 (3.2) and 

LD50/LD5 (1.7) are small compared to the safety factor 10 used 

in human risk assessment to cover the difference between 

average and vulnerable subgroups [Table 46]. 

-1 0 1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1E-01 1E+00 1E+01

 

 

fr
a
c
ti
o
n
 o

f 
p
o
p
u
la

ti
o
n
  

o
r

c
o
m

m
u
n
it
y 

u
n
a
ff

e
c
te

d
 p

o
s

concentration, temperature, lost habitat, time …

abiotic restriction

biotic restriction

pristine, complete, present

degraded, incomplete,

absent



 

Quality standards for humans. Human risk assessment in 

various frameworks has been largely based on 90-day oral 

tests with rodents [Vrolijk et al. 2020]. The No Observed Adverse 

Effect Levels (NOAEL) or (the lower confidence limits of the) 

Benchmark Doses (BMD) obtained are divided by a factor of 

100 [Figure 83a]. The value of 100 represents various uncertainties, 

especially interspecific (10) and intraspecific (10) sensitivity, 

each consisting of a toxicokinetic and toxicodynamic part [Table 

46]. The ultimate risk accepted is often in the 10-7…-6 y-1 range 

noted for natural hazards, like being struck by lightning or 

deadly stung by animals but above the level of 10-6…-4 y-1 

observed for transport [Section 1.5, Van Leeuwen 2007]. 

Quality standards for ecosystems. Protection of 

ecosystems has been based on various approaches [Burton 2002]. 

Nowadays, environmental quality standards are typically 

derived as the concentration at which 5% or less of the 

species are affected [Figure 83b]. To that end, endpoints should be 

ecologically relevant, defined as causing a reduction of 

survival and reproduction in major taxa (algae, plants, insects, 

crustaceans, fish) [EU 2018]. Additionally, if data are scarce, one 

may extrapolate values for a few species using extrapolation 

factors [Malaj et al. 2014, EU 2018]. 

Empirically, the hazard concentration HC5 based on laboratory 

NOECs was indeed 1-75 times lower than the NOEC or LOEC 

of the most sensitive endpoint in semi-field experiments [Del 

Signore et al. 2016]. 

Single stressors. In environmental assessments, risk is 

traditionally expressed as the ratio of the exposure and critical 

concentration C/C5…50, also known as toxic unit (TU). Since 

emissions, environmental levels and response concentrations 

can be expressed as distributions, one may also define the 

Ecological Risk (ER) as the fraction of species affected across 

monitoring locations and periods [Van Straalen 2012, Fedorenkova et al. 2012, 

Thunnissen et al. 2020]. Risk calculations are now available for various 

groups of substances, including toxins [Niu et al. 2018] and 

microplastics [Adam et al. 2019] and levels, including community and 

ecosystem [He et al. 2019]. 

Figure 85. Risk of amphibian exposure to copper in realized and 
potential habitats expressed as area under the curve [Fedorenkova et al. 2012]. 

 

Multiple stressors. Often, organisms are simultaneously 

exposed to multiple substances. In kinetics, interaction 

between substances is usually ignored but competition for 

binding sites of enzymes or transporters may require complex 

modelling [Krishnan et al. 2002]. In dynamics, interaction can be 

addressed in different ways. The impact of a mixture of n 

substances with the same mode of action is obtained by 

concentration-addition summing the toxic units as ΣTU = 

1
nΣCi/Ci,50 [Bliss 1939, Plackett and Hewlett 1559, 1967 > Hendriks 1995c]. Subsequently, 

the fraction of individuals or species affected by dependently 

acting substances with this mode of action is calculated by 

filling in 1nΣCi/Ci,50 in Equation 81, based on single value for 

slope β per mode of action. Additionally, the total fraction 

affected across substances acting independently with 
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Table 46. Measured (μ·/95%-CI) or proposed ("…") extrapolation factors (EF) for ratios of response concentration (C50) and doses (D50) for 
aquatic and mammalian species, respectively as well as default by international agencies. 

  water C 

empirical 

 

default 

organism D 

empirical 

 

default 

acute / chronic EX50(t)/EX50(∞) 3.2∙/1.5 [Ma86,He95c] 10 [EU 2018] "1",6...24[He95c, Ma13] 2…6 [Da15] 

sub-acute / chronic ,,    5…10 (28d) [Ma13, Do15, EU18, Jo22] 

sub-acute / sub-chronic ,,   1.6*/1.3 [Es20] 3 [Ma13] 

sub-chronic / chronic ,,   1.8*/1.1 [Es20]  2 … 3 (90d) [Ma13, Do15, EU18] 

lethal-sublethal LX50/EX50 2.4∙/1.8 [He95c,De10]  2.5∙/1.9 [He95c]  

in vivo / in vitro LX50/EC50 1…50 [Sm09,Fe10]    

median / no EX50/EX5 3.2…2.5 [Sm01]  1.7… [He13]  

median / no HX50/HX5 10 [He13]  4 [He13]  

 LOAEX/NOAEX    3…10 [Ma13, Do15] 

acute / no LX50/EX5 ≤10[P019,HK20]…30[He95c]   100 (single) [EU18] 

acute / background LX50/X 100 [Li89,He95c]    

intraspecies   10 [Ch98] … [Ma13] 3.2TK·3.2TD = 10 [Ma13] 

single/multiple/interspecies (3+)   10 [EU 2018, Ch98] … [Ma13] 4.0TK·2.5TD = 10 [Ma13] 

rodent / man TK&TD   10 [EU 2018]  10 [Da15, Do15] 

normal-sensitive individuals     3 [Da15] …10 [Do15] 

Sources: Mayer et al. 1986, Lithner 1989, Hendriks 1995c, Smit et al. 2009, Fedorenkova et al. 2010, De Hoop et al. 2016, xx+ = Biesinger and Christensen 1972, Call et al. 1985, Slooff et al. 1986, Giesy and Graney 1988, Hiki 

and Iwasaki 2020, Solbé et al. 1993, Del Signore et al. 2016, Posthuma et al. 2019, Dong et al. 2015, EU2018, Dankovic et al. 2015 Escher et al. 2020, Chapman et al. 1998, Martin et al. 2013, Johanson et al. 2022 



different modes is obtained by response-multiplication 

according to 1nΠ(pi) = 1 - 1nΠ(1-pi). For instance, if two 

compounds affect 0.1 and 0.2 of the individuals or species in 

single-substance assays, the response is expected to be 1-(1-

0.1)(1-0.2) = 0.28 rather than 0.30. 

Table 47. Potentially affected fraction observed. 

location substances contribution source 

global pharmaceuticals  [Bouzas-Monroy et al, 2022] 

Europe all  [Posthuma et al. 2019] 

NL&B   [Wang et al. 2020] 

Europe petroleum  ,, 

   […] 

Known stressors. Data often fit both models well, indicating 

that underlying mechanisms are sufficiently universal to fit the 

experimental variability observed [De March 1987b, Von Danwitz 1992, Könemann 

1981, Hermens et al. 1984a and 1985, Hendriks 1995c, De Zwart and Posthuma 2005]. In mixtures 

with few substances, concentration addition is more common 

for narcosis and lethal levels than for other modes of action 

and sub-lethal levels [Könemann 1981, Hermens and Leeuwangh 1982, Hermens et al. 1984a 

and 1985a+b, Deneer et al. 1988, Lokven et al. 1993, Muñoz and Tarazona 1993, Hendriks 1995]. At 

extreme levels of temperature, food shortage and toxicants 

excess, stressors reinforce each other [Heugens et al. 2001]. However, 

with increasing numbers of substances, deviations from 

concentration-addition decreases, the more so for sub-lethal 

levels, as specific action at very low concentrations becomes 

overridden by narcosis due to all compounds together [Warne and 

Hawker 1995]. In particular, impact of petroleum and gas can be 

assessed by estimating accumulation per octanol-water 

partition ratio Kow or carbon number class and assuming 

narcosis to dominate [Verbruggen et al. 2008, McGrath and DiToro 2009, De Hoop et al. 2011, 

2015, 2016]. For specific modes of action, differences can be 

accounted for by equivalency factors, assuming fixed ratios of 

EC50,1: … EC50,n. For instance, the total toxicity of over 200 

chlorobiphenyls, dioxins and furans in mixtures is determined 

by normalising the concentration of each compound to that of 

the most toxic one, 2,3,7,8-TCDD based on its AhR affinity 

[Roberts et al. 1985, Safe 1991a, Hendriks 1995c]. Response by combinations of 

metals were about equally often below (antagonism) as above 

(synergism) additive levels [Von Danwitz 1992, Hendriks 1995c] but variability 

was reduced by taking into account metal speciation [Le et al. 2012, 

2013a&b]. 

Unknown stressors. Using mixture models, we can now 

estimate the contribution of unknown stressors by measuring 

the total response and subtracting the part that can be 

attributed to known stressors [Hendriks et al. 1994]. Using this 

approach, between 10% to 100% of the total accumulation 

and toxicity in the Rhine, Meuse, Scheldt and Danube could 

be attributed to substances detected by chemical analysis 

[Hendriks and Stouten 1993, Hendriks et al. 1994, Hendriks et al. 1998, Lahr et al. 2003, Nolte et al. 2020]. 

The remainder was ascribed to substances that could not be 

identified by the analytical equipment or by differences in 

physico-chemical conditions. Yet, even if the exact molecular 

structure of compounds is unknown, accumulation and toxicity 

estimates are possible, using measured physico-chemical 

properties [Hendriks et al. 1994]. Likewise, multivariate analysis showed 

that only half to two-third of the variability in plant and animal 

species richness observed in ecological surveys could be 

explained by the factors measured [Figure 10, Schipper et al. 2011 & 2014, Collas et 

al. 2014]. While field data have often been analysed 

retrospectively by sophisticated statistical techniques, models 

have only rarely been developed to prospectively estimate 

population or community impact of multiple stressors. Yet, 

response-multiplication was demonstrated to be valid for 

multiple stressors in laboratory populations and therefore 

subsequently applied for field studies [Hendriks et al. 2005a, Korsman et al. 2014]. 

In addition, response multiplication was applied, but not 

independently confirmed at the community level [Loos et al. 2010, 

Fedorenkova et al. 2012]. 



9 BIOSPHERE III. COMMUNITIES 

Dynamics of communities involves ecological interactions. In the previous chapters, we have obtained models for air, water, 

soil and organisms [Chapter 6-8]. In the present chapter, we study concentration in and effects of substances in communities [Section 9.1]. We 

qualitatively describe flows through taxa and trophic levels [Section 9.2]. We quantitatively focus on transfer of pollutants and tissue 

in idealised communities using (combinations of) one-compartment "tank" and "loop" models [Section 9.3]. We calculate the mass and 

numerical density [Section 9.4], subsequently of populations [Section 9.4.1], producer-consumer combinations [Section 9.4.2] and trophic levels 

[Section 9.4.3] using size-dependent rate and time constants [Chapter 7]. Inversely proportional areas needed by individuals and (key) 

populations are derived as well [Section 9.6]. In each section, we derive compare natural and disturbed conditions. 

 

9.1 Introduction 

Communities consist of substances. In addition to cycles of 

air, water, nutrients and toxicants in basins [Chapter 6] and 

organisms [Chapter 7], we may distinguish flows of substances 

through communities. Concentrating resources into tissue 

[kg·d-1] allows populations in local patches or geographic 

ranges to disperse offspring in the opposite direction. 

Individuals hatch, age and die in cohorts passing through 

populations. Sunlight, water and nutrients are turned into 

tissue, diverge to many plant and herbivorous species and 

subsequently converge towards fewer carnivores, across 

trophic levels and along food webs. The structure of 

populations and communities is usually monitored or modelled 

by the numbers or masses of species per area, e.g., as 

density [(kg·)m-2] or diversity [m-2]. By contrast, functioning, 

defined as "the synthesis of some/all compounds that plants 

and animals contain in their bodies or release in the 

environment" [Ghilarov 2000] typically expressed by productivity 

[kg·m-2·d-1], receives less attention. Density, diversity and 

productivity are generally decreasing. Over the last centuries, 

forests have been readily converted to monocultures, viz. 

plantations and especially grasslands and croplands [Figure 86, 

Ellis et al. 2010]. Invertebrates and vertebrate mass of tend to be of 

the same order of magnitude, both in oceans and on 

continents [Figure 87] but native vertebrates have been removed 

by fishing and hunting, and subsequently replaced by 

aquaculture and cattle-breeding of a few species such as 

crayfish and livestock [Barnosky 2008]. Consequently, proper 

management is needed to preserve diversity in natural, rural 

and urban systems [e.g., Vermonden et al. 2009, 2010]. Yet, research and 

management do not representatively cover species in 

accordance with their abundance, certainly not in number and 

probably not in mass. Fish, crustaceans and molluscs are 

overrepresented while insects and protozoans are under-

represented in toxicity experiments [Baird and Van den Brink 2007]. 

Figure 86. Cultivation, urbanisation and fragmentation trends 
represented by the potential and actual global area of (semi-)natural 
forests, (semi-)natural grasslands, pastures, croplands and 
settlements [Ellis et al. 2010]. 

 

From scattered, data-hungry and structural …. Cycling of 

substances in communities involves processes as diverse as 

reduction by bacteria, production by plants and consumption 

by animals. Relevant knowledge is scattered over 

substances, species and disciplines, covering, e.g., nutrients 

in plants (ecology), pesticides in animals (ecotoxicology) and 

resources for humans (demographics). Models typically 

address differences between cohorts in populations and 

trophic levels in communities by distinguishing 3-10 

compartments. Transfer between them is accounted to allow 

theoretical estimates of functioning, viz. (bio)productivity but 

empirical studies often address structure, viz. (bio)mass and 

(bio)diversity. Parameterisation of these complex models 

requires many data on eco(toxico)logical quantities like 

conversion efficiencies of energy, turnover rates of nutrients 

and abundances of organisms. Such information is typically 

available for common resources, legacy pollutants and 

observable or cuddly species. 
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… to overarching, data-undemanding and functional 

approaches. Here, we take a different approach. Rather than 

deriving even more separate formulas for each quantity, we 

apply overarching principles [Chapter 5] reconciling equations 

from ecology, ecotoxicology and demographics. Populations, 

consumer-resource combinations and trophic levels can be 

flexibly integrated or separated in one-, two- and multi-

compartments models to minimise collection of specific input 

data. Grouping organisms in size classes from bacteria to 

whales yields parameters as a function of size and other 

essential characteristics, reducing data demand and enabling 

consistency checks, esp. on structural (e.g., density) and 

functioning (e.g., productivity) exponents, surprisingly rarely 

addressed and cited [e.g., Southwood et al. 2006, Banavar et al. 2007]. The 

overarching nature of the principles derived allows 

application in a large domain and maximal exploitation of 

data, including depletion and pollution as well as natural and 

disturbed communities. Ultimately, such an approach allows 

for easier extrapolation to other natural resources, emerging 

pollutants, wildlife species and management indicators 

such as ecosystem services [Wang et al. 2020]. 

Objectives. In the present chapter, we aim to calculate the 

cycling of substances and tissue, arriving at concentrations in 

and densities of populations, trophic levels and communities, 

both natural and disturbed. To this end, we qualitatively 

classify organisms according to taxon or role [Section 9.2] and 

quantitatively model fluxes [Section 9.3], density [Section 9.4] and area 

[Section 9.6] of tissues and substances. 

 

9.2 Qualitative description 

9.2.1 Taxa 

Morphologically and (phylo-)genetically similar organisms 

are classified in taxa. Since continuous attributes as size and 

temperature account for most variability in parameters, models 

can be run without detailed knowledge of plant and animal 

nomenclature. Nevertheless, taxonomy helps to explain 

residual variation in many quantities [Raimondo et al. 2010, Rubalcaba et al. 2020]. 

Traditionally, organisms have been classified in taxa 

according to shared morphological characteristics. Recently, 

molecular techniques have allowed tree-like grouping in 

clades, viz. groups with a common ancestor. As (bio-

)chemical, physiological and toxicological information on 

kinetics and dynamics is only available for a very small 

number of species, we confine ourselves to high-level taxa [Table 

48]. Since classifications change almost each decade 

abandoning names before one has become used to them, we 

pragmatically selected common identifiers for a semi-

continuous grouping. In the absence of continuous identifiers, 

we numerically ordered kingdoms (integers), phyla (tenths) 

and classes (hundreds) from simple to complex covering pro-

eukaryotic, uni-multicellular, auto-heterotrophic and cold-

warm-blooded transitions in evolution [Table 48:1-6]. 

Table 48. Kingdoms (integers), phyla (tenths) and classes (hundreds) 
with traits (pro-eukaryotic, uni-multicellular, auto-heterotrophic) and 
typical length [S.xlsx, Garvey et al. 2016]. 

 taxa trait length [m] 

1. Bacteria pro, uni, auto+hetero 10-5±… 

2. Phycophyta eu, uni, auto 10-4±… 

3. Protozoa eu, uni, hetero 10-4±… 

4. Embryophyta eu, multi, auto 10-1±1 

4.1 Bryo-, 4.2 Pterido-, 4.3, Pino-, 4.4 Magnoliophyta, 4.41 
Monocotyledonae, 4.42 Dicotyledonae 

5. Fungi eu, multi, hetero, extern 101± 

6. Animalia eu, multi, hetero, intern 100± 

6.1 Porifera, 6.2 Coelenterata, 6.3 Platyhelminthes, 6.4 Mollusca, 6.5 
Annelida, 6.6 Nematoda, 6.7 Arthropoda, 6.71 Crustacea, 6.72 
Insecta, 6.8 Echinodermata, 6.9 Chordata, 6.91 Chondrichthyes, 6.92 
Osteichthyes, 6.93 Amphibia, 6.94 Reptilia, 6.95 Aves, 6.96 
Mammalia. 

Size kingdoms shape the living world. Globally, autotrophs 

dominate, both in oceans and on continents [1,2,4]. Microphytes 

[1,2] occur in aquatic systems with a rapid turnover of water and 

sediment, while macrophytes [4] are found on stable substrates 

near or on land. In water, phytoplankton diameter, production 

and density increase from prokaryotic cyanobacteria to 

eukaryotic chlorophytes along gradients from mid-oceanic 

to coastal, tropical to temperate, stagnant to turbulent and 

poor to rich zones [Ward 2015] as well as from highland streams to 

lowland lakes [Figure 42: blue]. On land, herbal and arboreal height, 

production and density increase from monocot grasses to 

gymnosperm and dicot trees along parallel gradients from 

cold to warm and from dry to wet [Figure 42: green, Cebrian 1999, Moles et al. 2014]. 

Nutrient content in terrestrial macrophytes increases with 

temperature and aridity while decreasing with latitude [Reich and 

Oleksyn 2004], possibly understood from dilution of biomass. 

Heterotrophs largely consist of bacteria and fungi [Table 48:1,5]. 

About 2% of the taxa accounted for almost half of the 

terrestrial bacteria [Delgado-Baquerizo et al. 2018]. Animals [6] make up less 

than 1% of the living biomass. Crustaceans and fish (water), 

insects and mammals (land) as well as annelids and molluscs 

(at interfaces) are most abundant. Of these, arthropods, birds 

and mammals share characteristics rarely seen in other taxa, 

such as high respiration [Figure 63b], social behaviour, plastron and 

lung breathing in water. 



Figure 87. Typical biomass [%] by taxon [Whittaker 1975 (plants). Bar-On et al. 2018 

(animals), Landenmark et al. 2015. Kallmeyer et al. 2012]. 

 

 

9.2.2 Trophic levels 

Ecologically similar organisms are grouped in trophic 

levels. Organisms carrying out the same task are grouped in 

guilds and trophic levels, analogously to their taxonomic 

classification in species and kingdoms, respectively. Just as 

water, minerals, sap and blood are transported through 

catchments and organisms, we may regard packages of tissue 

to flow through food webs [Figure 90]. The zeroth level (i=0) 

consists of inorganic resources such as energy, water, 

carbon dioxide and minerals converted to organic matter by 

autotrophs of the first level (i=1). Plant tissue is consumed by 

bacterial, fungal and animal consumers. The trophic position 

of these heterotrophs is defined as the mass weighted sum 

of the food consumed as 1 + 1nΣ(pi·i). So, an animal 

consuming equal amounts of plants and herbivores is 

assigned a trophic level of i = 1 + 0.5·1 + 0.5·2 = 2.5. 

Herbivorous and carnivorous animals actively graze and 

hunt on dead or alive but intact food items. By contrast, 

detritivores such as annelid worms collect particulates of 

plant and animal origin [Getz 2010]. Omnivores feeding on 

different trophic levels, such as rats, bears, pigs and dogs are 

usually only a minor fraction of the community [Pimm et al. 19f91]. 

Humans are omnivores but terrestrial and marine sub-

populations used to be specialised on a wide range (2…5) of 

trophic levels, covering vegetarians to meat-eating Inuit [Bird et al. 

2021]. Yet, weighing global consumption or production of food 

items [e.g., Huijbregts et al. 2006] shows that globalisation and 

industrialisation of food production has reduced variability 

substantially with means now ranging between 2.2…2.7 

(globally) and 2.0…3.2 (nationally) [Bonhommeau et al. 2013, Bird et al. 2021]. 

Local exception may occurs because of hidden sources like 

fishmeal in processed food [Nefkens 2021]. Any change towards 2 

will decrease deforestation, overfishing and other pressures 

on resources. Parasites and saprophages settle down on 

living and dead organisms, respectively, passively mining 

them for the rest of their lives. Endoparasites like nematode 

worms feed on the host’s food or tissue, while ectoparasites 

like arthropods feed on tissue only [Deudero et al. 2002]. 

Decomposers (or reducers), including prokaryotic bacteria 

and eukaryotic fungi, passively mine the organic particulates 

remaining. Unlike animals cutting food into pieces and 

digesting soft tissues internally, bacteria and fungi break down 

polymers (>600 Da) to monomers externally [Lehmann and Kleber 2015]. 

Figure 88. Typical food web with fractions assimilated pan and 
produced ppa per trophic level i indicated by nitrogen isotope ratio 
δ15N(i) [‰] along ocean-continent gradients indicated by carbon 
isotope ratio δ13C(i) [‰] [Hendriks 1995&2007, Georgiadou et al. 2013, Schoeninger and DeNiro 1984]. 

 

 

Four to five trophic levels run the living world. Early 

studies suggested food chain length n to be in a narrow range 

of 3…4 and invariant across systems [Pimm et al. 1991]. Yet, later 

analyses indicated the number of trophic levels to range 

between 3 and 8 with an average of about 4 on land and 5 in 

water [Garvey et al. 2016, Rossiter et al. 2017, Post et al. 2000, Eddy et al 2021]. Chain length 

appears to be (in)dependent of energy and nutrient levels [Pimm 

et al. 1991, Post et al. 2000, Briand and Cohen 1987]. but increases with the depth, 

height or area of the system when comparing small versus 

large lakes, catchments and islands as well as sediments 

versus surface waters and grassland versus forests [Briand and Cohen 

1987, Post et al. 2000, Takimoto et al. 2008, Sabo et al. 2010]. Herbivorous chains were 

longer than detritivorous equivalents in aquatic but not in 

terrestrial systems [Potapov et al. 2019]. Large and warm-blooded 

grazers on grasslands allow less carnivorous levels than small 

and cold-blooded filter-feeders in aquatic biomes [Rossiter et al. 2017]. 

So, while differences between and within aquatic and 

terrestrial systems can (partly) be understood from the size of 

the system, most other explanations subsequently proposed 

and questioned usually cover a few of causes only [Garvey et al. 2016, 

Ward and McCann 2017, Giacomini 2018]. 
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Figure 89. Average (dots) and 25-75%-tile (bars) organism length per 
trophic level of 143 aquatic and terrestrial food chains across different 
biomes [McGarvey et al. 2016], with regressions (solid curves) L = 0.055·i2 - 
0.25·i + 0.40 (r2=0.98) for terrestrial and L = 0.00005·i5.6 for aquatic 
systems corresponding to Li+1 = 1.3·Li0.33 (r2=0.40, p=0.4) and Li+1 = 
1.5·Li0.64 (r2=0.94, p=0.002) for the whole chain as well as Li+1 = 
1.0·Li0.56 (r2=0.83, p=0.3) and Li+1 = 1.8·Li0.76 (r2=0.90, p=0.01) for 
carnivores only. 

 

With exception of the 0th trophic level, length differs about one 

order of magnitude or less for half of the species [Figure 89]. 

Primary producer size globally ranges from small 

cyanobacteria in poor subtropical mid-oceanic regions to large 

trees in rich and humid continental zones [Section 6.2]. 

Phytoplankton is ingested by zooplankton that is 10-100 times 

larger [Figure 89]. By contrast, herbs are (partially) grazed by both 

smaller and larger herbivores. Trees tend to be browsed by 

animals that are smaller than themselves, as large grazers 

cannot move freely in dense forests. Yet, despite substantially 

differences at the base, organism size converges towards the 

top of aquatic and terrestrial webs. Accordingly, correlations 

between size and trophic level are often strong in marine, 

weak in freshwater and absent in terrestrial systems [Potapov et al. 

2019]. In various taxa, size increases substantially in lower and 

aquatic parts as well as marginally in higher and terrestrial 

sections of food chains [France et al. 1998, Hechinger et al. 2011, Romanuk et al. 2011, 

Tucker and Rogers 2014, Reum et al. 2015]. Actually, within species, trophic 

position may be stronger correlated to size than to diet [Villamarin et 

al. 2018].  

 

9.3 Quantitative idealisation 

9.3.1 Tissues (biomasses) 

Flux rate of tissue decreases along food chains. Since 

spatial boundaries between communities are not as sharp as 

between basins or organisms, turnover is usually expressed 

per unit of area, thus in fluxes [kg∙m-2∙d-1] rather than flows 

[kg∙d-1]. The flux φ of energy, water, nutrients or tissue through 

a trophic level can be divided over many small individuals 

such as grasses and mice or over a few large individuals like 

trees and elephants. From Equation 46, we infer the tissue 

flux φ through a species or size (class) j of trophic level i to be 

Equation 84. 

φ
i
 = φ

0
⋅Π1

i
p
i
 = Σ1

ni(kp,ij⋅mij⋅Nij) 

The energy or mass flux entering the community φ0 available 

for production kp·mN by species or size classes j at trophic 

level i is subsequently reduced by the trophic transfer 

efficiency Πp, representing the product of the fraction 

exploited pns, assimilated pan and produced ppa. Aquatic and 

terrestrial plants intercept about 10% and 60% of the sunlight 

to which they are exposed, subsequently assimilating 2% and 

producing 50% [Figure 90]. Consumption by heterotrophs 

increases (near-)linearly with production by autotrophs [Hatton et al. 

2015]. Yet, the fraction of primary production exploited by 

herbivores typically decreases from algae (50%) to trees 

(95%). The reverse applies detritivores and decomposers, 

with one quarter of litter covered by fauna [Filser et al. 2016]. The 

fraction of animal production harvested by carnivores, 

although unknown, may be set on 100%, implying that most 

(old) animals are killed by carnivores that are difficult to 

distinguish from cadaverivores anyway. The fraction of food 

assimilated increases from detritivores (20%) to herbivores 

(40%) and carnivores (80%+) [Figure 60]. Production efficiency of 

cold-blooded organisms (25%) is typically about 10 times 

more efficient than that of warm-blooded animals (2%) [Figure 60, 

Figure 90]. Combining assimilation and production, cold- and 

warm-blooded animals are expected to turn approximately 

40%·25%≈10% and 40%·2%≈1% of food into tissue, 

respectively. Thermodynamic theory predicts conversion 

maxima of 10% for anaerobic and 60% for aerobic life [Catling et al. 

2005]. Meta-analyses of data suggest about 10%...20% in food 

chains [Benoıt and Rochet 2004, Trebilco et al. 2013, Woodson et al. 2018, Brown et al. 2018a]. Plant-

animal transfer efficiencies increased with temperature and 

humidity [Glazier 2001]. 

Figure 90. Typical tissue fluxes and efficiencies in communities [Whittaker 

1975, Hendriks 2007]. 

 
Mass density of tissue depends on organism mass. Filling 

in the allometric relationship for production kp = qT∙γp∙m-κ [Section 

7.4] into Equation 84, yields the mass density mijNij [km-2] of a 

species or size class j at trophic level i as a function of mass 

mi according to [Sheldon et al. 1977, Borgmann 1982, Treblico et al. 2016, Dos Santos et al. 2017] 

Equation 85. 
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or slightly different relationships depending on the 

mechanisms assumed. Analogously, numerical densities Nij 

scale to mass with the same coefficient but a smaller 

exponent according to N = mN/m = γN/n·mκ-ϵ-1. The intercepts 

γN/n and slopes κ-ϵ depend on the system of interest. 

Intercepts increase with efficiency. The typical trophic 

transfer efficiency Πpi of 10% for cold-blooded species is well 

reflected in the order of magnitude γN difference observed 

between for trophic levels [Figure 91a+b]. Also, the factor 10 

difference between cold- and warm-blooded animals can 

roughly be explained from the temperature difference 

between 12°C (global average) and 37°C (birds, mammals) 

covered by the quotient qT [Figure 91a+b]. Intercepts decrease with 

the number of abundant (>1%) species over which biomass 

is distributed, ranging from ni=1 in human-made monocultures 

to about 10<ni<100 in natural systems. Average intercepts for 

single-species populations and multi-species size classes 

vary around the same value suggesting that each 10log interval 

includes a few (dominant) species [Hendriks 2007a]. Accordingly, one 

would expect each species j in a trophic level to be about 

mj/mj-1 times larger than the next smaller one j-1 as indeed 

observed in grazing mammals [Prins en Olff 1998]. 

Mass density slopes increase with efficiency. With 1/4 or 1/3 

assigned to the exponent κ, the slope κ-ϵ of Equation 85 is 

mainly determined by the particle size conversion efficiency 

ϵ = - log(Πpi·qT,i/qT,i-1)/log(mi/mi-1) [Borgmann 1982]. Within a trophic 

level, consumers and resources by definition do not co-exist 

so that particle size conversion efficiencies are zero ϵ→0 and 

slopes theoretically collapse to κ-ϵ→κ. Empirically, mass 

density scaled as m0.34±0.08 in aquatic and as m0.27±0.07 in 

terrestrial trophic levels, both indeed encompassing the 

theoretical value of m¼-0 [Figure 91a+b]. Across trophic levels, low 

particle size conversion efficiencies ϵ→0, achieved by efficient 

Πp→1, cold-blooded qT/qT-1=1 and equally sized mi/mi-1→1 

species imply maximum slopes κ-ϵ→κ [Treblico et al. 2016]. Smaller 

but still positive slopes κ-ϵ>0 correspond to "top heavy" 

chains, unlikely along full chains but observed in sections 

where food is aggregated, like benthic and pelagic krill 

communities [Woodson et al. 2018]. Negative exponents correspond to 

traditional “bottom heavy” webs, emerging at average mass 

ratios and transfer efficiencies, typically κ-ϵ = ¼ - 

log(102)/log(0.1·1) = -0.25. Across systems, mass density 

scaled by about m0.25 within and by m0 across taxa and trophic 

levels, ranging from bacteria to mammals [Figure 91a+b, Hatton et al. 2021]. 

In marine communities, scaling fitted to m0.14±0.61 for 

phytoplankton to fish [Dos Santos et al. 2017]. to m-0.12…-0.04 for fish only 

[Woodson et al. 2018] and to m-0.04±0.01 for bacteria to mammals [Hatton et al. 

2019 & 2021]. The corresponding particle size conversion 

efficiencies ϵ = κ-(κ-ϵ) = ¼ - 0.14…-0.12 = 0.11…0.37 are 

similar to values reported elsewhere for aquatic 0.20…0.26 

[Spules et al. 1991] and fish 0.08…0.14 food chains [Borgmann and Ralph 1986]. 

Quantitative confirmation for terrestrial systems is difficult 

because data are lacking. Yet, the "bottom heavy" nature of 

many land webs [Trebilco et al. 2013] may allow for similar 

generalisations, provided that differences in primary producers 

are addressed. While zooplankton is larger than mobile 

phytoplankton, both sessile grass and trees are removed by 

small and large herbivores. Likewise, small grass may allow 

larger grazers than large trees. 



One, two and several compartments with constant or 

variable inflow. While rates of oxygen, water and tissue flow 

are easily measured in lab experiments with individuals, one 

usually relies on density and diversity observations for 

populations and communities in the field. As before, Equation 

84 can be rewritten to derive mass mN or numerical N density 

as a function of time, depending on inflow and outflow. A 

regular one-compartment loop [Section 9.4.1] emerges for 

constantly fed populations while a traditional two-

compartment series [Section 9.4.2] arises for consumer-resource 

interaction. Multi-compartment series represent food chains 

[Section9.4.3]. All models can be applied to single-species 

populations as well as to multi-species size classes and 

trophic levels by setting parameters to values for average(-

sized) species. Separately tracking three or more species over 

time requires numerical models beyond the scope of this 

book. 

 

9.3.2 Substances 

Transfer factors of elements and positions in food webs. 

As isotopes of basic elements are not homogenously 

distributed, ratios of 13C/12C (oceanic versus continental), 

15N/14N (high versus low trophic status), 18O/16O (cold gas 

versus warm liquid) and 34S/32S (pelagic versus benthic) point 

to the origin of the tissue that contains them. Abundance of 

heavy 'X and light X isotopes is expressed by the signature 

δX = 'X/Xsample / 'X/Xstandard - 1, indicating enriched (δX>1) or 

impoverished (δX<1) levels in a sample compared to a 

standard. In addition, the discrimination factor ΔX = δXi-δXi-1 

Figure 91. Average, minimum and maximum mN and half saturation mN50 mass density [kgkm-2] versus organism mass m [kg] in single-species 
populations or multispecies size classes [Hendriks 2007, Mulder and Hendriks 2014]. 

a. aquatic species b. terrestrial species 

  

c. aquatic size classes d. terrestrial size classes 

  

e. half saturation density  
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describes the difference between the isotope content of an 

organism i and its resource i-1. In case of carbon, plants 

fixate more 12C than 13C because of diffusion differences but 

enrichment along food chains is low (ΔC≈0) [Post 2002, Caut et al. 2009]. 

Yet, since 12C is more abundant in air (carbon dioxide) than in 

water (bicarbonate), δC increases from terrestrial to marine 

plants [Smith and Epstein 1971, Figure 88]. Yet, low signatures are observed 

in C3 plants (nearly all dicots) while levels equal to those in 

algae are measured in C4 plants (half of the monocots), 

especially those recently adapted to dry and wet environments 

[Smith and Epstein 1971, Cerling 1999]. By contrast, nitrogen signatures, 

starting with molecules (L≈10-10 m) in air as reference (δN=0), 

increase by a constant amount (ΔN=3.4‰) along animals and 

bacterial-fungal food chains alike [Figure 88, Steffan et al. 2015]. Hence, 

trophic positions based on isotopes and diets correspond well 

[Vander Zanden et al. 1997, Pont 2016]. Some have attributed the magnification 

to decreased 15N excretion but the several processes may be 

responsible [Wolf et al. 2009], requiring a comprehensive analysis of 

size-dependent absorption and elimination [Jennings et al. 2002, MacNeil et 

al. 2006a, Vander Zanden et al. 2015, PoS/WP3 et al. 20xx]. 

Figure 92. Organism-food concentration ratio Ci/Ci-1 [μgkg-1/μgkg-1 
lipid or dry weight] for organohalogens (POP) such as PCBs (left 
arrow) and metals such as Cd (right arrow) in trophic level 1-5 and 
systems of marine to terrestrial Northern Europe [Hendriks 1995b, Hendriks et al. 1995 & 

1996, Hendriks et al. 1998 & 2001, Heikens et al. 2001, Veltman et al. 2005, De Laender et al. 2011b, PoS/WP3 et al. 20xx]. 

 

Transfer factors of compounds and position in food web. 

Concentrations of Persistent Organic Pollutants (POPs) such 

as stable organohalogens (PCBs, DDT, PBDE) and 

organomercury correlate well with carbon or nitrogen isotopes, 

at least for the species investigated [Cabana and Rasmussen 1994, Paterson et al. 

2006, MacNeil et al. 2006b]. In addition to biomagnification factors (BMF) 

for species, differences between trophic levels are described 

by lipid corrected trophic magnification factors TMF. For 

PCB153, a benchmark for persistent organic pollutants, food 

chain averages are typically in the range of 6…9, with values 

of 3 for cold-blooded and 10 for warm-blooded species [Walter et al. 

2016, Hoondert et al. 2020a, Wang et al. 2021, Derksen 2021 > Kalosaka 2023]. For diverse sets 

of organochlorines, slight lower values of 5 and 3…7 were 

observed. With exception of an average of 2.5 for 

organomercury, overall TMFs for metals are below 1 [Wang et al. 

2021]. TMFs between 2 and 10 correspond to food assimilation 

efficiencies of 50% to 90% [Section 7.7]. The concentration at 

trophic level i can be now be obtained as log(Ci) = 

log(C1)+log(TMF)·TL equivalent to Ci = C1· TMFTL [Hoondert et al. 

2020a]. 

 

9.4 Densities 

9.4.1 Populations 

Density is an exponential or logistic function of time. The 

number of individuals in a population is limited by the 

availability of light, water, air, nutrients, food, space and other 

requirements. If resources are scarce, the population 

decreases. If supply is minimal, the number of individuals 

remains the same with a turnover determined by the rates of 

birth and death. If resources are abundant, the population 

increases, as noted, e.g., after a harsh winter or a severe 

flood, on newly formed islands and at suddenly illuminated 

spots in closed forests. In such cases, the population N of a 

species will first grow exponentially at a (intrinsic) rate r. 

After some time, the increase levels off towards a carrying 

capacity K representing the ratio of the available resources in 

an area and the (minimal) requirements of an individual [Lotka 

1956, Pielou 1969, May 1974, Pimm 1982]. Applying exponential and logistic 

loops [Section 4.3] in an ecological context gives 

Equation 86. 

dN

dt
 = r⋅ (1 - 

N(t-τ)

K
) ⋅N(t) 

for numerical densities, equivalent to mN and mK for mass 

densities. While supplementing cells to a 3D organism is 

restricted by 1-mκ(t)/mκ(∞) [Equation 59], adding individuals to a 2D 

population is thus limited by 1-N(t)/N(∞) [Equation 86]. So, the 

number of plants that can be to a population decreases 

linearly proportional to the amount of vegetation present due 

light, nutrients or water limitations. 

Natural increase rate. The first term rN(t) reflects the 

exponential growth observed if resources are abundant N«K 

[Figure 93a]. High rates of increase r are found amongst 

opportunists, consisting of pioneers that are specialised in 

rapid exploitation of unstable environments [Figure 66]. Such an r-

strategy is achieved by small adults that produce many, 

relatively small offspring me«m, [Figure 64b-c]. The average 

population increase rate r can be approximated by dividing the 

logarithm of the lifetime fecundity ln(R0) by the generation time 

τg [Birch 1948, Laughlin 1965, Pielou 1969, May 1976]. Filling in Equation 70 for τg 

yields 

Equation 87. 

r = 
ln(R0)

τg
 ≈ 

ln(4.5...55)
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Setting R0 to an average of 55 for cold- and 4 for warm-

blooded organism [Hendriks 2007] yields intercepts between 2 and 5 

that fit well to independent regressions of empirical data [Figure 

63g]. R0 varies between 1 and 15 for cases of flu and measles, 

proportional to the pathogen transmission rate and the host's 

population size as well as inversely proportional to host's 

mortality and the recovery rates. Within host replication, 

transmission and virulence are strongly correlated [Acevedo et al. 

2019]. Yet, alternatives to estimate r are available [Fagan et al. 2010]. 

Figure 93. One-compartment loop of population density. 

a. Population density N [km-2] versus time t [d]. 

 

b. Exposed/control population increase rate r(C)/r(0) versus 
exposure/median lethal concentration C/LC50 estimated (red dashed 
curves) and 5%, 50% and 95%-tiles measured in lab experiments 
(blue solid curves). 

 

Stochastic increase rate. Rather than growing at a maximum 

rate, population increase varies with environmental conditions. 

The variance of the increase rate σ2
r is proportional to the 

mean rate r = μ(r) itself as σ2
r = 2·σ2

N/N2 · r [Hilbers et al. 2016]. Since 

the coefficient of variation of the density σN/N is independent 

of body mass and in the range of 0.1…1 [Sinclair 2003, Hendriks and Mulder 

2012], the variance of the increase rate equals σ2
r ≈ 0.02….2·r = 

0.04…10·qT·γp·m-κ. 

Natural carrying capacity. The second term of Equation 86 

implies increase dN/dt to level off by a factor of 1-N(t-τ)/K 

upon approaching the carrying capacity K, following depletion 

of resources. If adjustment is immediate (τ=0), the population 

increases monotonically to the equilibrium K. If adjustment is 

delayed (τ>0), for instance because of maturing juveniles born 

in better times, fluctuations emerge. If the delay is small 

(rτ<π/2), the population N still proceeds to an equilibrium but 

now with a damped oscillation. If the delay is large (rτ>π/2), 

limit cycles with a period τo of about 4.0…5.4τ emerge around 

the carrying capacity. Diurnal or annual availability of 

resources cause size-independent delays while the juvenile 

period τm induce size-dependent time lags [Figure 65d]. While rates 

of increase have been measured for quite a number of 

species, carrying capacities have rarely been determined. If 

one assumes that a species can only occupy its present niche, 

the carrying capacity can be set to match its average density. 

Alternatively, if a species is supposed to be able to exploit the 

whole trophic level, we may set the carrying capacity to the 

average density of a trophic level. To cover this range, we fill 

in 1… ni in Equation 85 to arrive at 

Equation 88. 

m⋅K = 
γ
N,i

1…ni
⋅mκ ⇔ K = 

γ
N,i

1…ni
⋅mκ-1 

This approximation is generally confirmed by the upper range 

of regressions representing plant monocultures and animal 

herds. Multiplying maximum density K [km-2] with geographic 

range Ag [km2] yields the carrying capacity for the whole 

species to be in the order of 

Equation 89. 

K⋅Ag=⋅
γ
N,i

1…ni
⋅mκ-1⋅

7⋅105

√γ
⋅m(1-κ)/2= ⋅ m(1-κ)/2=10

10…12
 

The order of magnitude corresponds to number of individuals 

per species, typically ranging between 107…8 (trees, fish, birds, 

mammals) and 1011..12 (insects, ants) [B9.xls]. Carrying capacity is 

thus a somewhat fluid concept, depending on how much 

resources one considers to be, in principle, available to a 

given species. 

Disturbed increase rate. Low nutrient and high toxicant 

levels affect populations by a reduction of the intrinsic rate of 

increase r according to Equation 81. Slopes β and half 

saturation constants X50 are available for a few natural 

stressors, such as oxygen, water, nutrient and food in short 

supply at least for some species [Table 45]. Response to toxicants 

is usually measured in experiments as the fraction of the 

population affected N(C)/N(0) by a concentration C [Section 8.3]. 

The reduction of the population increase rate r(C)/r(0) has to 

be derived indirectly. To that end, we relate the total number 

of offspring per individual in a lifetime R0 to reproduction 

(EC50) and survival (LC50), the two relevant endpoints at the 

level of populations. Filling in Equation 87 gives the reduction 

of the lifetime fecundity R0 as 

Equation 90. 

R0(C)

R0(0)
 = 

1

1+(C/EC50)
-1/β

⋅
1

1+(C/LC50)
-1/β
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where the first and second term reflect the reduction of 

reproduction and survival respectively. In case of mass mN 

rather than numerical N density, EC50 may reflect reduction of 

both reproduction and growth. Filling in Equation 90 into 

Equation 87 yields the reduction of the population increase 

rate r(C)/r(0) as [Hendriks and Enserink 1996, Hendriks et al. 2005a] 

Equation 91. 

r(C)

r(0)
=
ln(R0(C))/τg

ln(R0(0))/τg
 = 1-

ln(1+(C/EC50)
-1/β)+ln(1+(C/LC50)

-1/β)

ln(R0(0))
 

provided that the generation time τg is not affected by 

pollutants and within the same order as the duration of the 

cohort assay. With the lethal-sub-lethal extrapolation factors 

LC50/EC50, the reduction can be scaled to the median lethal 

concentration LC50, the standard response level. Plotting 

Equation 91 as a function of the exposure/median lethal 

concentration C/LC50 shows that theoretical predictions 

correspond well to a large set of independent data on single 

substance laboratory experiments [Figure 93b]. Estimates of 

Equation 91 are also confirmed by occasional field validation 

studies, ranging from copepods to polar bears [Hendriks and Enserink 

1995, Korsman et al. 2012&2014, Hoondert et al. 2021b, Schipper et al. 2013b]. Even more, the 

relationship also holds for other stressors and combined 

pressures. Empirical evidence was obtained for, e.g., 

radiation, toxicant mixtures and temperature-food-toxicants 

combinations [Hendriks et al. 2005a, Heugens et al. 2006]. Yet, quantification for 

other stressors is less straightforward, requiring specific 

calculations [e.g., Korsman et al. 2012]. 

Figure 94. Measured (dots) and estimated (curves) population density 
of cormorants (blue), otters (red) and eagles (un)affected by PCB 
pollution [Hendriks and Enserink 1995, Korsman et al. 2012]. 

 

Disturbed reproduction and mortality rate. Equation 91 can 

also be used to obtain separate values for reproduction and 

survival. Birth rates decrease as kpr(C) = kpr(0) - ln(1 + 

(C/EC50)-1/β)/lnR0·r(0). Death rates increase as km(C) = km(0) + 

ln(1 + (C/LC50)-1/β)/lnR0·r(0) as confirmed empirically [e.g., De Laender 

et al. 2011]. As an alternative, complex functions for damage and 

other quantities have been introduced to account for repair [De 

Jager et al. 2011, Ashauer et al. 2011]. As physical interpretation and 

physiological underpinning is lacking, we do not elaborate on 

them here. 

Figure 95. Disturbed rates of increase r versus disturbed carrying 
capacity in lab experiments [Hendriks et al. 2005a]. 

 

Disturbed carrying capacity. Following the original 

expression of the Verhulst-Pearl equation dN/dt = r∙N - r/K∙N2 

with a the crowding coefficient r/K [Hakoyama et al. 2000, Arditi et al. 2016], one 

can infer that impact of physical-chemical pressures on the 

rate of increase and on the carrying capacity are proportional, 

i.e., r(C)/r(0) ≈ K(C)/K(0). While this relationship is explicitly 

confirmed by laboratory experiments with toxicants [Hendriks et al. 

2005a, Figure 95], no, positive and negative correlations occur across 

different environments [Bell 1990, Underwood 2007, Vortkamp et al. 2021]. As 

population experiments are usually conducted with small and 

coldblooded species, possibilities for extrapolation to large 

and warm-blooded species is limited. 

Single and multiple species density. The single-species 

population model can be applied to multi-species trophic 

levels and communities by taking parameters from 

distributions across species. Mean species abundances 

(MSA) Σ1
n Ni(C)/Ni(0) ~ Σ1

n Ki(C)/Ki(0) were simulated to 

resemble species sensitivity distributions in both median and 

slope [Hoeks et al. 2018]. Moreover, expected reductions due to 

stressors corresponded well to decreases of abundances in 

semi-field [PhD et al. 2025] and field [Thunnissen et al. 2022] conditions. In 

addition, HC5 levels used for derivation of environmental 

quality standard were demonstrated to be indeed protective 

for communities according to various diversity indexes 

observed in mesocosms [PhD et al. 2025] or simulated for artificial 

assemblages [De Vries et al. 2010]. Such discrepancies can best be 

resolved by analytical solutions and comparisons of semi-field 

(micro- and mesocosm) and field studies. 

 

9.4.2 Resources and consumers 

Density is an oscillatory function of time. So far, we 

studied populations sustained by a constant inflow of food 

[Section 9.4.1]. Yet, density of, e.g., phytoplankton may be reduced 

due to grazing zooplankton. Lower algae levels decreasing 

herbivore abundance, giving way to an increase of 

phytoplankton density etc. In the present section, we will 

therefor look at consumer-resource combinations with cyclic 

0

50

100

150

200

250

300

350

400

0

10000

20000

30000

40000

50000

60000

1940 1950 1960 1970 1980 1990 2000 2010 2020 2030

L
. 

lu
tr

a
, 
A

. 
a

lb
ic

ill
a
 i
n
d

iv
id

u
a
ls

 N
(t

) 
[#

]

P
. 
c
a

rb
o
 i
n
d
iv

id
u
a
ls

 N
(t

) 
[#

]

time [y]

— model

•  independent field data

PCB

y = 0.94x - 0.10

R
2
 = 0.48

0.0

0.2

0.4

0.6

0.8

1.0

1.2

0.0 0.2 0.4 0.6 0.8 1.0 1.2

exposed/control increase rate constant r(C)/r(0)

e
x
p

o
s
e

d
/c

o
n

tr
o

l 
c
a

rr
y
in

g
 c

a
p

a
c
it
y
 K

(C
)/

K
(0

)



fluctuations in their density. Ecologists have been fascinated 

for long by these oscillations, in particular because 

understanding such relatively simple patterns may shed light 

to the complex dynamics of the more common non-cycling 

systems [Kendall et al. 1999]. Most lab and field studies indicate that 

oscillations may not last longer than a few cycles only but 

exceptional long periods of up to 50 cycles have been 

observed too [Blasius et al. 2019]. Unfortunately, the number of 

differential equations proposed for simulating consumer-

resource interaction exceeds the number of empirical studies 

to validate them [May 1974, Jeschke et al. 2002, Turchin 2003, Section 4.4]. Many of 

these models are either too simple, i.e., not representing all 

elementary processes, or too complex, i.e., requiring 

parameters that are difficult to obtain for most species. An 

intermediate that still allows analytical solutions is the 

Rosenzweig-MacArthur model, specified as [Rosenzweig and MacArthur 

1963] 

Equation 92. 

dNi-1

dt
=ri-1⋅ (1-

Ni-1

Ki-1
) ⋅Ni-1-max(kn,i)⋅

N i-1
β

N i-1
β
+N 50,i-1

β
⋅Ni

dNi

dt
=(p

an,i
⋅p
pa,i

⋅max(kn,i)⋅
N i-1
β

N i-1
β
+N 50,i-1

β
-km,i) ⋅Ni

 

The first term for the resource i-1 is the same as the one-

species model without delay [Equation 86]. The intake of nutrients 

by plants and food by animals is a fraction Nβ
i-1/(Nβ

i-1+Nβ
50,i-1) 

of the maximum ingestion rate max(kn,i). A fraction pan,i of the 

intercepted or ingested resource is assimilated by trophic level 

i [Equation 81]. A subsequent fraction ppa,i of the assimilation is 

converted to production kp,i, equalling loss by mortality kd,i 

[Equation 68]. Interactions with trophic level i-2 and i+1 are 

considered constant, as reflected by the fixed increase rate 

constant ri-1 and death rate km,i. 

Equilibrium density. Setting these differential equations to 

zero yields [Rosenzweig and MacArthur 1963] 

Equation 93. 

ε(Ni-1) = (c-1)-1/β⋅N50,i-1

ε(Ni) = 
p
an,i

⋅p
pa,i

⋅ri-1

kd
⋅(c-1)-1/β⋅N50,i-1⋅ (1-

(c-1)-1/β⋅N50,i-1

K
)

 

indicating that equilibria exist for both trophic levels ε(Ni-1,Ni)>0 

if N50,i-1/Ki-1 < (c-1)1/β. The ecological scope c is conveniently 

defined as pan,i∙ppa,i∙max(kn)/km and represents the consumer’s 

potency to keep track of the resource. 

Figure 96. Two-compartment series of consumer-resource 
populations. 

a. Population density N [km-2] versus time t [d]. 

 

b. Exposed/control oscillation period τ(C)/τ(0) versus exposure/median 
lethal concentration C/LC50. 

 

 

Consumer-resource mass ratio. Consumers are usually 

larger than their food. Within small size ranges, predator mass 

mi increases (near-)linearly with prey mass mi-1 [Figure 89, coloured]. 

For both invertebrates and vertebrates, intercepts around 104 

apply to herbivores while ratios between 102 and 1 refer to 

carnivores [Figure 97]. Deviations from linearity close to minimum 

or maximum masses may reflect clustering of prey or 

predators ("social hunting") respectively [Carbone et al. 1999, Goldbogen et al 

2019]. Across whole systems, scaling is sub-linear [Figure 89, greyd] as 

expected from food chain analyses [Figure 89]. In addition to these 

average patterns, much higher ratios of 109.0…13.4 have been 

reported for aquatic herbi-detritivores [Brose et al. 2006, Barnes et al. 2010, Benoıt 

and Rochet 2004], while much lower values were noted pathogens 

and parasites (10-1.4…0) as well as parasitoids (10-0.2) [Cohen et al. 

2005, Brose et al. 2006]. Consumer-resource ratios thus decrease with 

size and trophic level in free-living animals [Tucker and Rodgers 2014] but 

not for combined parasitic and free-living species [Hechinger et al. 

2011]. 
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Figure 97. Consumer mi versus resource mass mi-1 [kg] [Hendriks 1999 updated]. 

 

Natural oscillation period. Analysis shows that the 

parameter space for consumers with β=2 is too small to allow 

limit cycles [Yodzis and Innes 1992, Hendriks and Mulder 2012, Kerral et al. 2021]. For β=1, 

the set oscillates if N50,i-1/Ki-1 > (c-1)/(c+1). Filling in the 

allometric functions for the parameters into Equation 41 yields 

a theoretical oscillation period τo of 3.5…10103mκ(mi/mi-1)κ-2, 

empirically confirmed by regressions [Figure 65d]. The size-

independent oscillations periods for unicellulars and 

carnivores are at the level expected from one-species logistic 

equation with delay [Equation 86], whereas the size-dependent 

regressions for herbivores correspond well to the two-species 

model [Equation 92]. In general, short-term oscillations with a period 

between 1 to 4 times the maturation period (1<τo/τm<4) are 

generally associated with intra-specific delays and described 

by first-order, one-species models [Section 9.4.1, Jones et al. 1988, Turchin 2003, 

Murdoch et al. 2002]. Long-term cycles that take more than 6 times the 

maturation period (τo/τm>6) are usually attributed to inter-

specific, trophic interactions and simulated by second order, 

two-species models. 

Natural oscillation amplitude. From a dimensional analysis, 

the amplitude of the oscillations, defined as max(N)/min(N) 

[km-2/km-2] or characterised as σ(log(N) [/] is theoretically 

expected to be size-independent. Empirically, regressions of 

both indeed did not scale to mass [Hendriks and Mulder 2012]. The one-

compartment model suggests max(N)/min(N) values in the 

range of 1…21 for typical lifetime fecundities R0. The two-

compartment model yields σ(log(N)) values between 0 and 

1.5, also in the same interval as observed [Hendriks and Mulder 2012]. 

Disturbed equilibrium and oscillation. Theoretically, 

reduction of increase rates and carrying capacities is expected 

to cause longer oscillations and smaller amplitudes [De Hoop et al. 

2013]. Empirical evidence is scarce but decrease of oscillation 

frequency with increased toxicant concentrations was 

confirmed for a phyto-zooplankton system [Figure 96, Halbach et al. 1983]. 

Indirectly, the expected impact of a toxin on the stability of an 

eelgrass system was confirmed demonstrated empirically [Van der 

Heide et al. 2010]. While stress on consumer-resource systems has 

been studied by many complex models [e.g., Kooi et al. 2008], 

conclusions remain speculative in the absence of additional 

experimental confirmation.  

 

9.4.3 Trophic levels 

Natural density. Integrating numerical density N of organisms 

in infinitesimal size classes dm over the whole mass range Δm 

from min(m) to max(m) yields the total biomass density B 

[kg·m-2] within or across trophic levels [Equation 48] 

Equation 94. 

B = ∫
γ
N

n
⋅mκ-ϵ

max(m)

min(m)

dm = [
γ
N
/n

κ+1-ϵ
⋅mκ+1-ϵ]

min(m)

max(m)

 = 
γ
N
/n

κ+1-ϵ
⋅Δmκ+1-ϵ

 

Within a trophic level, the particle size conversion efficiency 

by definition equals zero ϵ = 0, so that total mass density 

equals mN = γN/1·mκ in a single-species population (1) and B 

~ γN/n(κ+1)·Δmκ+1 in a multi-species (n) assemblage. Since 

both can achieve the same maximum biomass in a region, we 

can equate B to mN showing that trophic level mass range 

should increase with average mass as Δm = 

(n(κ+1))1/(κ+1)·mκ/(κ+1) ~ m1/5. Empirically, maximum plant 

community biomass from algae to trees indeed scaled to 

average plant mass as B ~ m0.24 [Belgrano et al. 2002]. Across trophic 

levels, particle size conversion efficiencies of ϵ = 0…0.26 

suggest total biomass to scale with slopes κ+1-ϵ = 1.25…0.99. 

Few studies are available for validation [e.g., Borgmann 1987] but a 

meta-analysis is lacking. 

Figure 98. Density, productivity and diversity versus species or class 
mass m within and across trophic levels of aquatic and (hypothetical) 
terrestrial food chains. 

 

Disturbed density. Following Equation 85, one expects size 

spectra exponents κ-ϵ to increase with trophic transfer 

efficiency Πpi and decrease with consumer-resource mass 

ratios mi/mi-1 [Dos Santos et al. 2017]. Trophic transfer may increase with 

enrichment and decrease with depletion or pollution. 

Exponents indeed increased in the evolution from short food 

chains of anaerobic unicellulars within a small size range to 

long chains of aerobic unicellulars across a large size range, 

probably due increased energy from oxygenation [Catling et al. 2005, 

Section 6.2.1]. In present day terrestrial communities, slopes 

increased from poor to rich nutrient and vegetation levels, with 
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high intercepts in productive areas such as manured 

grasslands [Mulder et al. 2008, Reuman et al. 2008a, Mulder and Elser 2009, Mulder et al. 2009, Mulder 

et al. 2010, Mulder et al. 2011, Ott et al. 2014]. Ratios between weights of 

successive mammalian grazer species but not total mass 

range decreased with area [Prins and Olff 1998]. In aquatic systems, 

slopes decreased with depletion and pollution and first 

increased and then decreased with eutrophication [Figure 99a, 

Atkinson et al. 2021 ]. Changes in (temporal) multimodality due to 

internal resonance [Lamperta and Tlustya 2012] and intercepts were 

variable [Figure 99a]. Overall exponents were larger in urban and 

rural compared with natural waters, probably reflecting 

additional organic matter input [Cyr et al. 1997, Benejam et al. 2016]. In 

species rather than size classes, recent disturbances have led 

to mixed responses by herbivorous (gentler) versus 

carnivorous mammal species [Santini and Isaac 2021]. 

Figure 99. Numerical density N [km-2] versus organism mass m [kg] in 
or across natural (green) and disturbed (red) trophic levels with 
percentages of studies involved [Dos Santos et al. 2017]. 

a. slope 

 

b. intercept 

 

c. multimodality 

 

Natural productivity. Analogously, the total productivity P 

[kg·m-2·d-1] equals [Equation 47, PoS/WP3 QTOX/DC3] 

Equation 95. 

P = ∫
γ
N

n
⋅mκ-ϵ⋅q

T
⋅γ
p
⋅m-κdm

max(m)

min(m)
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=
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⋅γ
p

(1-ϵ)⋅n
⋅Δm1-ϵ

 

Within a trophic level ϵ = 0 so that productivity P = 

γN·qT·γp/n·Δm1 ~ m0 is size-independent. Globally, plant 

productivity varied at factor of 10 across biomes [Whittaker et al. 1979] 

and of 2 across land systems [Madani et al. 2018]. Productivity slightly 

increased from pico- to microplankton by about P ~ m0…0.1 

[B6.xls] and from grass to trees by P ~ L ~ m0.4 in plants [Moles et al. 

2009]. As photosynthesis per layer is about 1 gdw∙m-2∙d-1 in the 
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growing season, the increase from ≤2 to 6 gdw∙m-2∙d-1 ≈ 0.01 

m∙y-1 in plant productivity is accounted for by an increase in 

the numbers of vegetation layers LAI from ≤2 and 6 [Asner et al. 2003, 

Chapin 2003]. Combining Equation 94 and Equation 95 while 

eliminating Δm yields 

Equation 96. 

P = 
γ
N
⋅q
T
⋅γ
p

(1-ϵ)⋅n
⋅ (

κ

γ
N
/n

)

1/(κ+1)

⋅B1/(κ+1) ⇔ B ~ P
κ+1

 ⇔ 
P

B
 ~ B

κ/(κ+1)
 

so that total productivity and biomass scale as P ~ B4/5 or B 

~ P5/4 yielding P/B ~ B1/5 [Section 5.3.3]. Empirically, dry weight plant 

productivity scaled to dry weight plant biomass as B ~ P0.8…1.1 

and P ~ B0.5…0.8 on a dry weight basis [Cebrian 1999, Michaletz et al. 2014, Hatton 

et al. 2015, Erb et al. 2016, B6.xls]. Between biomes wet weight productivity 

scaled to wet weight biomass within forests and within 

grasslands but not across vegetation in general. Predator 

biomass (as a proxy for productivity) increases with prey 

biomass as P ~ B0.66…0.77 [Hatton et al. 2015]. With so many 

discrepancies between theoretical and empirical relationships, 

additional analysis is urgently needed [PoS/WP3 & QTOX et al. 20xx]. 

Primary production P scaled to area A and volume V as F ~ 

A0.94 ~ V0.90 in shallow (<2m) and as F ~ A0.91 ~ V0.75 in deep 

(>2m) marine systems, attributed to nutrient delivery in 

transport networks [e.g., Nidzieko 2018]. Just as noted for animal eggs 

[Figure 64] resources in homogenous oceans are apparently best 

explored by unicellular algae with a rapid turnover while large 

trees efficiently collect water and nutrients from 

heterogeneous continents at a slower pace. 

Disturbed productivity. Depletion of light, air, water, 

nutrients and other resources as well as pollution by physical, 

chemical and (micro-)biological agents affects communities by 

a hyperbolic or sigmoid reduction of the influx φi-1 and/or the 

ecological efficiency pi [Equation 81]. Globally, human exploitation 

has reduced terrestrial primary productivity to 90% and 

biomass to 50% of pristine levels [Erb et al. 2016, Erb et al 2018]. 

Consequently, plant turnover nearly doubled and vegetation 

height halved P/B ≈ 90%/50% ~ max(m)-κ ~ 1/max(L). Similar 

reductions may apply to other communities, e.g., of marine 

animals [Worm et al. 2006 & 2009]. 

While one usually assumes natural plant productivity to reflect 

the maximum possible at local precipitation and fertility 

conditions, invasive and crop species may outperform natives 

by 300% without irrigation and fertilisation [DeLucia et al. 2014]. 

Diversity. Compared to productivity and density, relationships 

between diversity and species mass are rare. The number of 

species per size class was theoretically expected to decrease 

with individual length and mass as L-3/2 ~ m-1/2 explained by 

perception of niches in a 2D environment [Hutchinson and MacArthur 1959]. 

Observations indeed suggest a size dependence of m-0.2…-0.7 

[Table 49]. Integrating across size classes yields the total number 

of species in a trophic level thus to increases by n ~ m-1/2+1 ~ 

m1/2, implying productivity and biomass to scale to diversity as 

P ~ n5/8 and B ~ n1/2. Primary productivity increased 

monotonically with diversity as P ~ n0.26 [Liang et al. 2016], n0.30 [Wang et al. 

2020] and n0.1…0.5 in algae, grasses, shrubs and trees [Duffy et al. 2017, 

Chen et al. 2018]. So, at 10% and 50% of pristine species richness, 

still 10…50%0.3 ≈ 50…80% productivity is maintained. 

Table 49. Species number per size class as function of length L and 
mass m. 

taxa regression Source 

plants L-0.70~m-0.28 Lo97 

arthropods L-2.1~m-0.70 Lo97 

 m-0.6 Si96 

birds 67·m-0.58 BG98 

 m-0.42 VV73 

mammals 216·m-0.30 BG94 

 m-0.22 VV73 

vertebrates L-1.6~m-0.53 So06 

animals L-0.56~m-0.19 Lo97 

Blackburn and Gaston 1994, 1998, Sieman et al. 1996, Loder 1997, 
Ulrich and Szpila 2008, Southwood et al. 2006 

Diversity may be expressed by various indices, weighing the 

number of individuals and species, at various scales, including 

sites (α), habitats (β) and landscapes (γ) [Whittaker 1975]. Rather 

than unimodal, optima may occur locally, temporally, or at 

specific masses. Occasionally, a decrease is noted after 

reaching a peak due to dominance of fast-growing species 

(e.g., algae blooms) not controlled by their consumers [Vallina et al. 

2014]. 

Diversity is also determined by other natural [Allen et al. 2002, Allen et al. 

2006, Gardezi and Gonzalez 2008] as well as anthropogenic stressors [Odum 1985, 

Schläpfer and Schmid 1999, Southwood et al. 2006, Davidson et al. 2009]. Diversity increases 

with the physical and chemical heterogeneity of the 

environment. For instance, chemical and microbial diversity 

covaries [Tanentzapa et al. 2019]. Generally, community structure is 

more sensitive to chemical stressors than functioning [De Laender et 

al. 2008b]. 

Over the last decades, declines in various taxa occurred by 

reductions density, productivity or diversity, yet not 

consistently in the same way [Seibold et al. 2019, Van Klink et al. 2020]. 

Productivity vs. diversity [Mittelbach et al. 2001]. 

Speciation and extinction. At an evolutionary timescale, 

diversity is determined by the balance between speciation and 

extinction, oscillating with climatic changes [Van Dam et al. 2006]. 

Speciation rate dn/dt [My-1] increased exponentially with 

species richness as dn/dt = 0.05…0.20·n [Stanley 1975]. In general, 

new clades start with small species, increasing in size if doing 

well and decreasing if conditions deteriorate or efficient clades 

emerge [Sallan and Galimberti 2015, Figure 41]. Filling σr
2 = 0.02…2·r and K = 

107…12 [Section 9.4.1], time to extinction τe can be approximated as 

[Foley 1994] 



Equation 97. 

τe=
(ln(K))2

σr
2

∙(1+
2

3
∙
ln(K)

r/σr
2
)≈

(ln(107…12))
2

0.02…2∙r
∙(1+

2

3
∙
ln(107…12)

0.5…50
) 

    ≈
5∙10

3…4

r
≈
10

3…4

q
T
⋅γ
p

⋅mκ 

In a more refined modelling approach, extinction time indeed 

increased with size for plants but not for animals [Hilbers et al. 2016, De 

Jonge et al. 2018]. Empirical studies are inconclusive. The fraction of 

threatened species consistently increased with size for 

cartilaginous fish, birds and mammals, while risks were lowest 

at intermediate size for bony fish, amphibians and reptiles [Ripple 

et al. 2017]. Paleontological studies on mammals suggested that 

extinction rates increased or decreased with body size [Tomiya 

2013]. Average and maximum size of mammals decreased about 

an order of magnitude between 0.04 My and present day [Smith et 

al. 2018]. While overall decrease is attributed to increasing human 

population density [Barnosky 2008, Smith et al. 2018], extinction of individual 

species is also attributed to climate change [Guthrie 2003]. 

Average size increases with lake depth [Choi et al. 1999]. 

 

9.5 Concentrations 

Combine transfer of elements and compounds [Section 9.3.2] with 

single organism-food magnification factors [Section 7.7] to arrive at 

concentrations in foodwebs [PoS/WP3 & QTOX/DC3 et al. 20xx]. 

 

9.6 Areas 

9.6.1 Individual home ranges 

Artificial and field conditions. The amount of suitable 

habitat needed by an organism increases with its size. In fact, 

the best predictor for species extinction is the space needed 

by individuals and populations, in relation to their mass [Davidson et 

al. 2009]. The minimum demand for physical space of animals that 

are fed artificially, as laid down in requirements for animal 

welfare in laboratories and farms, scales to mass m with a 

power of about ⅔ [Figure 101]. If organisms have to collect food 

themselves, the area obviously has to be much larger. The 

field home range needed by an individual Ah [km2individual-1] 

can be calculated by multiplying the inverse of the numerical 

density N [km-2] by the amount of overlap between territories, 

observed to increase with mass as 3m0…κ [Hendriks et al. 2009] 

according to 

Equation 98. 

Ah = 
1

N
⋅3⋅m0…κ = 

1

γ
N
⋅mκ/m

⋅3⋅m0…κ = 
m1-κ

γ
N

3⋅m0…κ = 3⋅
m1 - 0…-κ

γ
N

 

where the density coefficient γN reflects the use and 

availability of energy for the trophic level concerned. Empirical 

home ranges varied between Ah~m0.74 for cold- and Ah~m1.05 

for warm-blooded species [Hendriks et al. 2009, Figure 101]. 

 

9.6.2 Population key patches and geographic ranges 

Key patch. We can estimate the spatial needs of populations 

in the same way. Since local populations need about 200 

individuals to avoid extinction [Verboom et al. 2001], the minimum key 

patch Ak [km2population-1] used by them equals 

Equation 99. 

min(Ak) = 200⋅
1

N
 = 

200⋅m1-κ

γ
 

Small data set showed key patches to scale as 

min(Ak)~m0.30±0.33 [Hendriks et al. 2009, Figure 101]. 

Figure 100. Area A [kgkm-2] versus organism mass m [kg] for 
individuals, populations and species. 

 

Species geographic range. At least 500 (plants) and 10,000 

(animals) individuals are required for global populations to 

persist, independent of species size [Thomas 1990, Reed et al. 2003, Brook et al. 

2006, Traill et al. 2007, De Jonge et al. 2017]. So, the minimum geographic range 

needed for a species min(Ag) [km2species-1] equals 

Equation 100. 

min(Ag) = 10
4⋅
1

N
 = 

10
4⋅m1-κ

γ
 

Minimum geographic ranges were observed to scale 

somewhat higher as m1.2…1.3 [Hendriks et al. 2009, Figure 101]. The area 

occupied by a species is limited by the availability of its 

biotope worldwide. Both bacteria and whales need at least a 

minimum space min(Ag) for collecting sufficient energy. 

Whales cannot extend their already geographic range beyond 

planetary boundaries but bacteria may choose to obtain their 

resources from a much larger region than the minimum range 

[Figure 100]. As a result, the maximum geographic range max(Ag) 

[km2species-1] is set on the size of oceans and continents as 

Equation 101. 

max(Ag) = 50⋅106 

The average geographic range Ag [km2species-1] can now be 

calculated as the geometric mean of the minimum and 

maximum as 

maximum species range max(Ag) ocean
land
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Equation 102. 

Ag = √min(Ag)⋅max(Ag) = √
10

4⋅m1-κ

γ
⋅50⋅106 = 

7⋅105

√γ
⋅m(1-κ)/2 

Weak but significant regressions showed geographic ranges 

to scale as Ag~m0.28…0.46 [Hendriks et al. 2009, Figure 101]. We thus 

anticipate individual home range area Ah to increase with 

mass to the power 1(-κ). By contrast, minimum, average and 

maximum population ranges scale to size with exponents of 1-

κ, (1-κ)/2 and 0, respectively. Field observations generally 

confirm these slopes, although (surrogate) regressions for 

minimum geographic ranges min(Ag) are steeper than 

expected from the model. 

Figure 101. Area A [kgkm-2] versus organism mass m [kg]. 

a. individual home range Ah 

 

b. minimum key population patch min(Ak) 

 

c. minimum species geographic range min(Ag) 

 

d. average species geographic range (Ag) 

 

 

Metabolism and trophic level. Following the density 

coefficient γ, intercepts for cold-blooded and herbivorous 

animals are expected to be lower than those for warm-blooded 

and carnivorous species, which is confirmed by field 
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observations [Figure 101]. In addition to variability due to 

dissimilarities in the methods used, differences between 

intercepts within these groups can be attributed to additional 

differences in lifestyle. For instance, within the group of 

herbivores, foliovores require less space than grani-

fructivores. In addition, walking animals have smaller ranges 

than flying species. Clear deviations can be explained from 

specific needs, such as butterflies feeding on a single host 

plants species. For terrestrial species, geographic ranges 

increase with tolerance to climate and intolerance to 

topographic variability. For aquatic species, areas increase 

with stream order and connectivity [Carvajal-Quintero et al. 2019]. 

In addition to minimum range needs, there are of course also 

maximum distances an organism can travel within or between 

habitats. These distances scale linearly to body length, i.e. 

animals can walk, swim and fly about 105
, 106 and 108 times 

their own length [Hein et al. 2012]. 

Knowing the areal requirements of organisms facilitates both 

understanding ecological patterns and predicting 

environmental processes. For instance, the model explains 

why the largest animals on islands are smaller than on 

continents. In addition, we can now understand why dinosaurs 

were much larger than the mammals that dominate on the 

earth today. Conservationists may use these relationships to 

identify species that are at the brink of extinction by simply 

looking at the amount of habitat available to them. Vice versa, 

the chances of success in restoration programs can be 

roughly estimated. 

Dispersal. While dispersal has fascinated ecologists for long, 

human induced invasions no threaten indigenous species 

worldwide. So far, a few models have been developed, 

covering specific topics (absent data), routes (e.g., 

recreational boating), species (e.g., A. planipennus) and 

country (e.g., USA) [Vaclavik and Meentemeyer 2009, Johnson et al. 2001, Muirhead et al. 2006]. 

Models across regions, routes and species are lacking. 

 



10 TECHNOSPHERE 

Kinetics and dynamics of substances in constructs involves technological and socio-economic interactions. In the 

previous chapters, we have derived levels of substances in structures, organisms and communities. In the present chapter, we 

address the socioeconomics of human systems [Section 10.1]. We qualitatively describe flows of substances through constructs 

ranging from equipment and buildings to countries, comparing economic to ecological systems [Section 10.2]. Since pressures increase 

with proximity to people, we quantitatively focus on transport of substances in idealised cities using one-compartment "tank" 

models [Section 10.3]. Extraction, production, consumption and emission is expressed by rate [Section 10.4] and time [Section 10.5] constants, 

depending on the size and composition of the system involved. The density and (occupied) area of the constructs that store 

substances scale to size too [Section 10.6]. As the quantitative relationships are still anecdotical, the present chapter is under 

construction. In future, scattered information on extraction and emission will be systematically converted to comprehensive 

knowledge. 

 

10.1 Introduction 

Constructs consist of substances. In addition to the cycles 

of air, water, nutrients and toxicants in basins [Chapter 6], 

organisms [Chapter 7] and communities [Chapter 9], we may distinguish 

flows of substances diverted from nature to society [Figure 39: left → 

right]. Production and consumption require extraction of 

resources like water, food, fuel, wood and minerals, 

subsequent transportation along networks of pipes, wires 

and roads in buildings, cities and other constructs causing 

emission of pollutants to air, water and soil. Water is 

redirected to irrigate or drain land and to supply or sewer 

households [Figure 39: dark blue]. Minerals are dug up to manufacture 

goods and assemble equipment [Figure 39: grey]. Dead, fossil and 

living organic matter is exploited as fuel, food and wood [Figure 

39: orange], releasing pollutants on the go. Most contaminants are 

synthetic, i.e., (by-)products of manufacturing [Van der Poel et al. 2007]. 

When resources become depleted (e.g., P, CH2) or 

environments polluted (e.g., PCB, SO2), emissions are 

stopped and products are banned [Figure 102]. Yet, as human 

demands for specific applications remain, alternatives are 

readily developed, inevitably with similar properties [Hendriks 2013]. 

Fuel should be combustible to generate energy, flame-

retardants should be persistent to resist fire and pesticides 

should be toxic to kill pests. So, fossil coal is replaced by 

natural gas, aromatic chlorobiphenyls (PCBs) by aliphatic 

chloroparaffins (SCCPs) and synthetic pesticides (e.g., DDT) 

by semi-natural pyrethroids, respectively [Figure 102, EU 2017a]. Even if 

safer, substitutes are far from perfect and, consequently, 

replaced after some time as well. Hence, society does learn 

but only gradually. On top of replacement, new products are 

introduced and more products are manufactured to meet the 

growing demands. Following technological and medical 

advancements, human population density and economic 

production increase exponentially at annual rates up to 

1..3%, respectively, close to the level expected for a 75 kg 

primate [Figure 63, Figure 102, Cohen 1997, Klein Goldewijk et al. 2010,]. Since 1970, 

growth has slowed down suggesting logistic flattening 

towards a carrying capacity K of 10…13 billion people [Tuckwell and 

Kozoil 1993, www]. Extraction of resources as well as emission of 

waste (CH2→CO2, SO2, N, P, Si/Ca) initially increase at rates 

between population growth (e.g., H2O) and economic 

production (e.g., Si/Ca) [Figure 102]. After chemicals are banned or 

sources become depleted, emissions decrease with similar 

slopes of opposite sign, suggesting that market penetration of 

substances and their alternatives determine both introduction 

and withdrawal [Cordell et al. 2009, Lenders et al. 2016, Li and Wania 2018]. While 

emissions of individual substances first increase and then 

decrease, total use of chemicals within the same (application) 

group may be invariant. For instance, pesticide use has 

almost been constant in the Netherlands (≈ 6∙106 kg∙y-1), the 

EU (≈ 300∙106 kg∙y-1) and the US, though impact on 

vertebrates and invertebrates decreased and increased, 

respectively [www.clo.nl/, https://www.cbs.nl, Schulz et al. 2021]. Obviously, 

replacement of grey by green technologies is needed at a 

pace that outweighs current extractions and emissions [Otto et al. 

2019]. 

http://www.clo.nl/
https://www.cbs.nl/


Table 50. Application of substances. 

application groups examples 

fuel   

material   

industrial   

agricultural fungi-, herbi- … 
insecticide 

DDT…imidacloprid 

medical/recreational pharmaceutical, drug  

cosmetic   

nutritional flavour, preservative,   

residential? colorant, flame 
retardant 

PCB…SCCPs, PFAS 

Cities serve as typical constructs for scaling. Just like 

basins serve as typical structures for scaling in the geosphere, 

we may select cities as a relatively well investigated 

intermediate unit for constructs in the technosphere, ranging 

from single buildings to countries. While covering less than 2% 

of the earth, cities account for 78% of the total energy 

consumption [Rossi 2021]. 

Figure 102. Global human population [#], economic production [$∙y-1] 
and substance extraction-emission [kg∙y-1] versus time with mean 
annual increase (until maximum) [Leck and Rohde 1989, Mylona 1996, Hendriks et al. 1998, Breivik et al. 

2002, Solomon and Weiss 2002, Hendriks 2004, Prevedouros et al. 2004, MEA 2005, Cordell et al. 2009, Ellis et al. 2010, Wang et al. 

2014, Abbasi et al. 2019]. 

 
From scattered information, data hungry and linear 

models …. Cycling of substances in the technosphere 

involves many processes, as diverse as production of goods, 

consumption of services and disposal of waste [Figure 103]. 

Relevant knowledge is scattered over substances, constructs 

and disciplines, covering, e.g., fuel in equipment (technology) 

or material in countries (socioeconomics). Models typically 

address differences between regions and sectors (e.g., 

agriculture, industry) by distinguishing 10-100 compartments. 

Transfer is meticulously accounted for by linear input-output 

relationships [Van der Poel et al 2007]. However, extraction of resources 

(e.g., water, fuel, electricity) [Bettencourt et al. 2007, Zhang and Yu et al. 2010, Bettencourt 

2013] and emission of macropollutants (e.g., CO2, N2O, PM10) 

[Fragkias et al. 2013, Lamsal et at. 2013, Oliviera et al. 2014, Han et al. 2015,  Janjajam 2018] has 

occasionally been theorised and repeatedly observed to also 

scale non-linearly [e.g., Moore 1959]. Parameterisation of input-output 

models requires many data on technological and 

socioeconomic quantities, like transfer efficiencies of 

substances [Zhang et al. 2015], turnover rates of commodities and 

densities of cities. Such information is typically available for 

macropollutants, common product classes and densely 

populated countries, only. 

… to overarching, data-undemanding and (non-)linear 

models. Here, we take a different approach. Rather than 

deriving a separate formula for each quantity, we apply the 

overarching principles derived [Chapter 5] to reconcile specific 

equations developed in technology, socioeconomics and 

natural sciences. By scaling constructs from equipment and 

buildings to cities and countries using borders as boundaries, 

we can flexibly apply one-, two- and multi-compartments 

models [PoS/WP1 et al. 20xx]. Moreover, we minimise collection of site-

specific input data and detailed accounting of sectors. In 

addition, similarities between basins, organisms and cities 

[Marden and Allen 2008, Marden 2005, Caduff et al. 2011] and between cities and 

countries [Zhang et al. 2015, Yu et al. 2010, Lindim et al. 2015, Siemers 2020, Rossi 2021] 

become apparent. To reduce data demand, the models 

derived should be applicable to emissions of macro- and 

micropollutants by equipment, buildings, cities and countries. 

Ultimately, such an approach allows for easier extrapolation to 

emerging pollutants and new constructs. 

Objectives. Extractions and emissions are thus notoriously 

difficult to quantify. In the present chapter, we therefore aim to 

calculate the cycling of substances in products, cities and 

countries, arriving at rates of consumption, production and 

emissions. To this end, we qualitatively classify products and 

cities in categories and quantitatively model fluxes. 

 

10.2 Qualitative description 

10.2.1 Product categories 

Environmental issues are assessed at different levels. Just as 

species consists of a group of similar individuals, we refer to 

products as a set of replicates (e.g., all bikes) rather than to a 

single copy (e.g., your bike). Following the analogy, one 

classifies products in categories, such as energy, wood, food, 

chemicals, plastics, textiles, furniture, machinery, buildings, 

infrastructure, vehicles and services. While organisms feed, 

age, die and decompose, one may think of goods being 

managed, depreciated, disused and disposed. Data from Life 

Cycle Assessments (LCA) suggest that rate and time 

quantities of products are a function of volume, mass, power 

or costs. Slopes suggest (non-)linear principles while 

intercepts reflect differences between categories. Usage of 

substances may be estimated top-down from production by 

manufacturing inventories or commercial market analyses 

such as Euromonitor [Douziech et al. 2017]. Alternatively, consumption 

may be obtained bottom-up by consumer surveys. 
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10.2.2 Producers and consumers = trophic levels 

Ecological and economic producer and consumers are 

similar. Biological entities such as individuals, populations 

and communities can be thought of as systems that are similar 

to socio-economic objects as households, companies, cities 

and countries. 

Figure 103. Ecological (green) and economic (red) systems. 

 

Extraction and ecosystem services. Storages (stocks) of 

water, biomass, fuel, minerals and other resources can be 

thought of as the natural capital of the earth [Rossi 2021]. 

Extraction from these stocks generates a flow of materials to 

socio-economic systems such as households, companies and 

cities. Together with other benefits provided by nature to 

humans, these flows are called ecosystems services [Costanza et 

al. 1987, Millennium Ecosystem Assessment 2005]. Supporting services refer to the 

cycling of water, minerals, nutrients and organic matter [Chapter 6] 

needed for other services, thus indirectly affecting humans in 

the long run. Provisioning benefits include delivering of 

water, food, fiber, fuel, medicins, biocides and additives. 

Regulating services apply to natural control of climate, air, 

water, soil, diseases, pests, pollen and so on, in terms of 

quantity as well as quality. To avoid overlap and double 

counting supporting functions are often not taken into account. 

In addition, one distinguishes cultural services, including 

aesthetic, educational and recreational values. Services can 

be monetized by (in)directly estimating people’s willingness to 

pay for a service by market values such as market or public 

prices (esp. for provisioning), replacement or restoration 

costs (esp. for regulating) and by revealed or stated 

preferences (esp. cultural) [De Groot et al. 2012]. Depending on the 

valuation method used, the data available [Salzman et al. 2018] and the 

services included, overall estimates may vary substantially. 

Values for land-water interfaces such as coast, estuaries, 

swamps and rivers (>3,000 $∙ha-1∙y-1) tend to be higher than 

for oceans, grasslands and forests because of services such 

as disturbance, water and waste regulation [Costanza et al. 1997 & 2014, De 

Groot et al. 2012]. Recent values, especially of understudied regions, 

are (substantially) higher than early estimates because of 

including additional services such as recreation and erosion 

protection in reefs and waste treatment by wetlands [De Groot et al. 

2012, Costanza et al. 2014]. As order of magnitude monetisation may be 

sufficient to raise awareness, total ecosystem services may be 

related to well-known characteristics, such as plant 

productivity [Figure 104, Costanza et al. 2007], GDP/capita and vicinity [De Groot 

et al. 2012]. Yet, the underlying causes are not known yet. 

Table 51. Concepts of storage and flow in ecological and socio-
economic systems [Hendriks et al. 2002]. 

discipline biology 

ecology: 

technology 

(socio)economics 

G: "household" "science" "management" 

storage (stock) organism construct 

flow closed, circular open, linear 

system ecosystem economy 

 cell → individual room → building 

support stem, skeleton building 

transport vessel road, pipe 

transformation liver heater 

input (sources) irreplaceable replaceable 

production limited unlimited 

consumption air, water, solids, food raw materials, goods 

respira-combustion biomass fuel 

costs basal metabolism fixed costs 

 field metabolism variable costs 

deterioration ageing → mortality depreciation 

degradation decomposition waste disposal 

transfer (series) trophic levelsplant…animal sectors agriculture … households 

competition(parallel) resources production factors 

diversity nature↔monocultures  market ↔ monopolies 

evolution+innovation mutation + selection invention+implementation 

Gross production. Analogously to individual metabolism 

[Chapter 7] and community functioning [Chapter 9], the total of all 

technical and socio-economic processes resulting in 

manufacturing of goods and elimination of waste is called 

industrial and urban metabolism, for companies and cities, 

respectively [Kennedy and Hoornweg 2012, Chang et al. 2021]. In economics, 

natural capital is converted to small and transient products by 

large and persistent capital, either physical (equipment, 

software, buildings) or human (labour, skills), just like short-

lived leaves and long-lived stems of trees [Figure 103]. While 

ecological production, consumption and respiration are 

considered to level off to a maximum with increasing 

resources, economic production involving conversion of 

materials and combustion of fuel is regarded to increase 

infinitively. Just as the total of nett production and respiration 

("maintenance") in ecology, gross production is the sum of 

consumption and investment. Like generation of biomass 

offsets ageing and mortality in organisms, investments replace 

assets or add capital, counterbalancing depreciation and 

expanding volume, respectively [Serageldin and Steer 1994]. Differences in 

production rates across counties and periods have been 

linked to capital (Marx), education, technology (Solow, 

Romer), institutions and self-interest (Smith). 

producer-consumer

transient

persistent ageing ~ depreciation

predation ~ consumption

production

assimilation

investment

extraction:

ingestion

consumption

source

respiration ~ combustion

emission: 

egestion → decomposition

disposal

waste



Net production and consumption. (Net) production equals 

gross production minus depreciation. Direct expenses, like 

painting a house are taken into account. However, indirect 

costs such as parental supervision and leisure activities are 

not. By contrast, all ecological equivalents, i.e., caring and 

resting, are regarded part of the gross production. In ecology, 

consumption covers energy input for production and 

respiration. Likewise, economic consumption represents the 

use of goods and services, including their disposal, while 

investment is the accumulation of capital assets needed for 

production. Note that the consumption of water on the one 

hand and minerals or fuel on the other increases at the same 

rate as population density and economic production, 

respectively [Figure 102]. 

Table 52. Emission types by source, time and space with examples.  

domain 

↓ 

source →  municipal agricultural industrial 

time 

[d,y] 

singular 

peak  

storm 

overflow 

poisoned 

bait 

chemical 

spill 

 repetitive 

block  

day/night seasonal 

spray 

batch 

processes 

 continuous 

 

sewage  oil refinery 

space 

[km-1…2] 

point 

 

sewage 

outlet 

local spray factory 

outlet 

 diffusive 

 

paint 

corrosion 

regional 

spray 

 

Emission. Extraction, production and consumption ultimately 

leads to emission of waste. Entry into the environment and 

exposure of organisms becomes more likely if production 

involves transport of substances between reactors and sites 

as well as formulation (mixing) [Van der Poel et al. 2007]. Use at private, 

professional (businesses) and industrial (factories) scales 

invokes release of substances by municipal, agricultural and 

industrial (manufacturing) sources [Table 52]. Depending on the 

physical state (gaseous, dissolve, particulate, solid) waste 

may be emitted to air, water and soil, with or without removal 

by air filters, sewage treatment plants (STP), wastewater 

treatment plants (WWTP) and the like. Primary, secondary 

and tertiary treatment refers to a stepwise removal by 

physical-chemical (e.g. separation by settling), biological (esp. 

degradation by microbes or plants) and other processes (e.g. 

sorption to active carbon, ozonisation). Garbage is often 

burned in incinerators or dumped in landfills. Yet, waste is 

increasingly reused, recovered and recycled. Along this range 

one may distinguish variability across space from point to 

diffusive emissions. Analogously, time variability covers 

continuous, repetitive and peak loads. While desperately 

needed in negotiations on policy making, monitoring and 

calculating emissions is notoriously difficult because of this 

variability. Consequently, one usually covers a specific case in 

detail and then extrapolates across processes, products, 

persons, periods, regions or activities, using emission factors 

that express the amount of substances released per unit [Zhang et 

al. 2015]. For instance, the amount of paint leaking from all cars in 

a region can be obtained by multiplying the amount of paint 

leaked for a well-studied car with the number of cars present. 

Yet, emissions may also non-linearly increase with the amount 

of products, inhabitants or area involved, indicating that 

scaling theory of emissions is at its infancy [Section 10.4]. 

 

10.2.3 Sectors = taxa 

Plant and animal population densities depend on availability 

of resources and efficiencies of tissue transfer along food 

chains from plants to carnivores. Originally, only basic parts 

of ecological and economic systems, in particular plants, 

farmers and miners were considered to contribute to 

production [Quesnay 1760]. Later, the concept was extended to 

include animals as well as goods and services [Smith 1776, Holmes 1979, 

Sharp 1947, United Nations 1964]. So, materials and goods are directed 

along sectors from mining and agriculture to households. To 

achieve production, organisms fight for resources like air, 

water and food, while companies compete for raw materials, 

labour and other production factors. Both ecologists and 

economists aim for a high diversity, counteracting 

monocultures and monopolies. While biological evolution 

involves mutation and selection, technological innovation 

encompasses invention and subsequent implementation. Just 

as tissue flows from lower to higher trophic levels, materials 

fluxes are directed from the first to the last sector. Money 

circulates in the opposite direction, where price reflects the 

value that one is willing to pay for goods and services [Odum 1983]. 

The primary sector, consisting of farming and mining, yields 

raw materials to be used by sectors. The (building) industry 

and public utilities of the secondary sector, transforming raw 

materials into products. These goods are traded and fitted by 

the tertiary sector, consisting of wholesale and retail 

business, banking and transport. Commercial products and 

services, together with non-marketable amenities from the 

government of the quaternary sector are consumed by the 

fifth sector. However, economic producers and consumers 

are omnivorous in the sense that they obtain their needs often 

from various sectors. Just as in ecosystems, extremely low 

production levels, such as that of gatherers and hunters lead 

to shorter chains. Conceptually, ecosystems are closed and 

circular, recycling materials with resources, e.g., water and 

nutrients, that cannot replace each other. By contrast, 



economic systems are open and linear, allowing some 

substitution, e.g., labour replacing machines or vice versa. 

 

10.3 Quantitative idealisation 

Fuel, goods, substances … 

Flux and area …. The flux of water, fuel and (raw) materials 

can be directed to many small or few large products, cities and 

countries according to [PoS/WP4 et al. 20xx] 

Equation 103. 

F = φ∙A = 
…

…
∙
ψ
AV

…
∙V

1±κ
 

where the exponent κ attains the value of 1/D for centralised 

objects like machines and 1/3D for (partially) decentralised 

things like city-states. Just as water and tissue cycle in basins 

and organisms, one may regard energy and matter flows in 

constructs as carriers of substances determining emission and 

extraction. As before, the change of the amount dS/dt can be 

inferred from Equation 103 as the difference between 

consumption on the one hand and production plus emission 

according to dS/dt = k·S with k as the annual increase. 

 

10.4 Consumption, production and emission rates 

Extraction. Ecosystem services complex to account. Hence 

simplificastions. 

Figure 104. Total ecosystem services [$∙m-2∙y-1] versus plant 
productivity [kgdw∙m-2∙y-1] [Whittaker 1975, Costanza et al. 1997]. 

 

Consumption. Scaling of fuel consumption by equipment 

and of food ingestion by organisms is similar [Caduff et al. 2011]. 

Scaling of buildings needs more investigation [Brown 2015]. Since 

consumption by households depends on the available 

budget, distribution of income and wealth is of interest for 

environmental issues. At the lower end, income and wealth of 

employees is exponentially distributed, suggesting that a fixed 

amount of money is additively relocated in the same way as 

the energy of gas molecules in tank [Yakovenko and Rosser 2009]. Yet, the 

high-end fits better to a power distribution, showing that 

multiplication (“the rich get richer”) is acting there. As income 

appears to be sub- or near-linearly related to wealth, the 

existence of an equivalency rule here is doubtful [p($).xls]. 

Whether emission and extraction increase (non-)linearly with 

income has not been investigated. In cities, physical flows F 

increase (sub-)linearly with the number of inhabitants N. 

Infrastructure such as road surface, petrol sales and other 

indicators of traffic increased as F ~ N0.79…0.83 while individual 

demands for and supply of electricity and water scaled (near-

)linearly F ~ N1.00…1.05 [Bettencourt et al. 2007]. Liberal values expressed 

by Democratic and Remain votes, increase with city size as 

N1.14, N1.08, leaving Republican and Leave votes scaling 

opposite. In countries, material flow scaled linearly to the 

number of inhabitants [Rossi 2021]. 

Production. Large companies are usually more productive 

per employee than small counterparts [Idson and Io 1999] but studies 

on continuous relationships are rare. Preliminary regressions 

based on four categories suggest production to increase by 

about F ~ N1.2 [c.f. Idson and Io 1999]. Income, production, innovation, 

crime and other social-economic rates scaled by N1.1…1.2 

across cities [Bettencourt et al. 2007, 2014, Gomez-Lievano et al. 2016]. Across cities, 

production F [€∙d-1] increased sub-linearly with population 

number N [m-2] [Pan et al. 2013]. Yet, productivity P [€∙m-2∙d-1] 

increased super-linearly with population density N [m-2], 

opposite to the relation between productivity P and biomass B 

in ecosystems [Section 9.4.3]. The difference between urban and 

rural temperature, indicating mortality risk from urban heat 

islands, increased with city size N0.15…0.24 and mean annual 

precipitation H/(H+250) [Manoli et al. 2019]. Agricultural, industrial, 

waste, chemicals … production in countries [Zhang and Yu 2010]. 

Globally, gross (domestic) production GDP increased twice as 

fast as population density N, suggesting productivity to scale 

quadratically with density according to GDP ~ (ert)2 ~ N2 [Figure 

102, Seto et al. 2011]. 

Emission. Emissions of CO2, NO2 and other air pollutants 

scale to city volume and production (GDP) with various slopes 

[Lamsal et at. 2013, Oliveira et al. 2014, Muller et al. 2017, Rossi 2021]. Concentrations of 

PCBs and fine dust increased as V0.5… [Astoviza et al. 2016, Han et al. 2015]. 

Additional relationships have recently been derived [Janjajam 2018]. 

The production F and emission E [kg·y-1] of chemicals in 

OECD countries decreased with their rank n according to F = 

1010·n-2.9 and E = 109·n-3.3 [Breivik et al. 2012], similar to the ranking of 

many other items [Newman 2006]. While emissions to different media 

have been related to chemical emissions [Breivik et al. 2012], total 

production and emission so far were not. Organic emissions in 

cities by transport reducing, major contribution now from 

volatile chemical products, including pesticides, coatings, 

printing inks, adhesives, cleaning agents, and personal care 

products [McDonald et al. 2018]. While slopes have been extensively 

compared, differences in intercepts remain poorly understood. 

Perhaps, universal patterns may be attributed to substance 

properties such as molecular mass and octanol-water 
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partition ratios. For instance, chemical emissions E [kg·d-1] to 

water (total or from Dutch wastewater treatment plants only) 

decreased with molecular mass M as E = 2.6∙102∙e-0.01∙M 

(r2=0.04) and with octanol-water ratio Kow as E = 

6.8∙102∙Kow
-0.36 (r2=0.01) [B10.xls]. The corresponding flux ϵ = E/A 

= 4.6∙102∙Kow
-0.36/ (15…65%·3.4*1010) [kg·m-2·d-1] may serve 

as a first impression for emittance (= emission per area) in 

urban (15%) and cultvated regions (65%), respectively. 

Additional data to be analysed [Leclerc et al. 2019.xls]. Anthropogenic 

emissions of metals are typically 10 times higher than natural 

weathering [Holden and Ehrlich 1974, Nriagu 1979, 1996]. 

Figure 105. Fuel, material, goods and substance flow F [$, 

kg·d-1·m-2] in engines …, cities, countries, biomes [c.xls > PoS/WP1 et 

al. 20xx]. 

 

10.5 Residence time 

Products. Lifecycle/developmental stage/age of a product 1) 

a single replicate, e.g., manufactured/to be sold, in use, waste 

vs. 2) whole set of replicates, e.g., introduced, matured etc. 

Cities and countries. It has been suggested that city-states 

do not have age parameters as they tend to grow indefinitely. 

However, settlements may end up as "ghost towns" while 

civilisations rise and fall [Turchin …, Sinha et al. 2019]. Yet, these 

phenomena have not been related to size yet. In addition to 

the gradual increase, production, and thus consumption and 

emission as well fluctuate due to business cycles that may be 

superimposed on each other in the same way as observed at 

the planetary scale [Table 32]. 

Table 53. Business cycles determining long- and short-term emission 
trends [Korotayev and Tsirel 2010]. 

period [y] ↔  amplitude ↕ cause 

 

3.5  inventory Kitchin 

8  investment Juglar 

15…25  infrastructure Kuznets 

52  technology Kondratiev 

Time parameters have been derived at (super)-national 

scales, in particular in business cycles. The shortest period of 

3.5 is attributed to annual cycles, similar to the 3-4 period 

noted in ecological consumer-resource dynamics. The longest 

period of 52 years has been explained as the inverse of the 

energy use rate constant 1/2%...3% and the working life of 

employees adapting to a technology. 

Product lifetime plastic [Geyer et al. 2017]. 

 

10.6 Densities and areas 

Urban and rural area increased annually by about 5% [Figure 86, 

Seto et al. 2011]. 

To include nearby natural, agricultural and industrial areas 

("hinterland") not part of (inner) cities, we will use the concept 

of city-states rather than just cities. While ancient civilisations 

were usually organised in one city-state, most contemporary 

countries encompass multiple towns. 

The importance of scaling for management can hardly be 

overestimated. By relating, e.g., carbon dioxide emissions to 

power plant size [Steinmann et al. 2014], one can easily calculate that 

stopping emissions of the 1,000 largest power plant reduces 

the total world load by 22% [Turnbull et al. 2016]. In addition, such 

relationships immediately point to machines, plants or cities 

that emit substantially more than expected from their size. 

Although lagging behind basins and organisms, constructs 

ranging from machines to mega-cities can thus be modelled 

by scaling frameworks too. 

Differentiation. Diversity in human societies scales to population 

size in ways similar to that in ecological communities [Bettencourt et al. 2012]. For 
instance, the number of tools increased sub-linearly with the number 
island inhabitants [Kline and Boyd 2010]. Likewise, the number of occupations, 
innovations and the like to (super-)linearly scale with the number of 
inhabitants in cities [Gomez-Lievano et al. 2016]. Language diversity scaled with 
area, river density and landscape roughness [Axelsen and Manrubia 2014]. The 
occurrence of animal and human groups (buildings, cities) decreases 
with the number as N-2…-1 [Newman 2006, Batty et al. 2008, Niwa 2013]. Figure 106. 
Concentrations and quality standard of succeeding organohalogens in 
eel and breast milk in the NW-Europe [Hendriks and Pieters 1993, Solom et al. 2001, Van Leeuwen 

et al. 2016]. 

 

Colonisation rates and paths are a function of distance to 

water and travel-cost surface [Bird et al. 2016].
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11 EXERCISES 

Questions and assignments. To check if you have reached the right level of understanding you may answer the questions below. 

In addition, you can practise developing models and performing assessments with the assignments provide. Use the same symbols 

as in the foregoing chapters or in the discipline you are familiar with. 

11.1 Questions 

11.1.1 Chapter 1 

1. Which issue and which book are generally considered to 

have started environmental awareness? 

Chemical pollution leading to food chain accumulation, 

described by Rachel Carson in Silent Spring, published in 

1962. 

2. Environmental, ecological and medical issues are closely 

related. 

a. What is the main criterion for classifying a problem as an 

environmental issue? 

Induced by man. 

b. Describe when heat victims should and should not be 

considered to be affected by an environmental issue. 

Humans dying of high temperatures are not considered to be 

an environmental issue, except if caused by heat waves due 

to man-induced climate change. 

3. "Sustainability" is a buzzword nowadays. Yet, what is its 

original meaning as defined by the Brundtland committee? 

Covering needs of present and future generations. 

4. Why is empirical research on environmental problems and 

sustainable solutions limited? 

Lab and field studies on 1000+ stressors, sites and species 

are severely limited by practical, financial and ethical 

constraints as well as by sectoral and disciplinary boundaries. 

5. Why do physicists, chemists and biologists receive 

education on environmental problems? 

Many decisions taken by "leading" academics (both 

generalists and specialists) affect environmental issues. 

6. Research can be oriented in different ways. 

a. Give one example of descriptive studies for 3 different 

environmental issues. 

E.g., Temperature reconstruction, monitoring current 

concentrations in human food, change in species richness at a 

location. 

b. Think of what explanatory research can be combined to 

these examples. 

E.g., Factors causing ice ages, relationships to emissions 

leading up to food contamination, mechanism driving species 

to extinction. 

7. What is the difference between multidisciplinary, 

interdisciplinary and transdisciplinary cooperation. 

multidisciplinary = each discipline solves own part of the 

problem without interaction/integration, 

interdisciplinary = all disciplines solve a common problem by 

combination of existing theory with interaction/integration, 

transdisciplinary = all disciplines solve common problem by 

synthesis of new theory with interaction/integration 

8. What are the main obstacles to cooperation between 

disciplines? 

lack of common language, history and scales (accuracy) 

9. What is the difference between a need and an activity? 

Need = basic human requirement, activity = actions to fulfil 

needs. 

10. Name one disadvantage and one advantage of a "source-

oriented" approach. 

Disadvantage: e.g., emissions that do not harm the 

environment are not allowed. 

Advantage: No extensive research needed to establish 

potential effects. 

11. What is the difference between nature conservation and 

nature restoration? 

Conservation: keep what we have. Restoration: bring back 

what was lost 

12. Is the future rate of species extinction expected to be 

about a. 10…1000, b. 100…1,000 or c. 1,000…10,000 times 

the natural rate? 

c 

13. DALYs are a common indicator for health. 

a. What are DALYs? 



DALYs = "the total of years lost due to premature death and 

the weighted years lost due to diseases". 

b. If the nuclear reactor next to your home turns out to be 

leaking waste, would you rather like to die at the average age 

of 80 after 5 years of radiation cancer or die 2 years earlier 

because of an explosion on the plant after being in good 

health for your whole life? 

This morbid question was obviously put forward by the teacher 

to let me think about how to quantify and prioritize 

environmental risks for human health. 

14. Which fraction of worldwide diseases can be attributed 

environmental pressures? a. <1%, b. about 25%, c. nearly 

100%, d. cannot be determined. 

b 

15. Which kind of pollution poses the highest risk to human 

health in western countries like the Netherlands? 

air pollution 

 

11.1.2 Chapter 2 

1. Why is modelling important (4x)? 

coherent knowledge, abstract thinking, quantitative 

assessment, predicting the future. 

2. What is the difference between a model and a system? 

System = coherent part of reality, model = simplified 

representation of a system. 

3. We distinguished between empirical and theoretical studies. 

a. What are the ad/disadvantages of lab, field and model 

studies? 

(dis-)advantages: see Table 2. 

b. What should be done to overcome these? 

integrative and iterative use of all. 

4. What are the basic units of a model (3x)? Give some 

examples of each. 

Variables, parameters and operators, examples see text. 

5. What is the difference between a rate and state variable? 

State describes the amount (stored) and rate expresses the 

amount (flowing) per unit of time. 

6. Give an example of a rule in an expert system for nature 

management. 

Lake is small (e.g., < 0.01 km2)  species richness is low 

(e.g., < 20). 

7. What is the difference between a statistical and a 

mechanistic model? 

Model without (=statistical) of with (=mechanistic) underlying 

mechanism known or assumed. 

8. When would one apply a deterministic or stochastic model? 

Deterministic if parameters are known to be rather invariant, 

because they are simpler and thus easier to handle. 

Stochastic models if the statistical distribution of parameters is 

known or can be derived, because they deliver more 

informative output. 

9. Different types of models are used. 

a. What is the difference between a static and a kinetic or 

dynamic model? 

Concentrations are constant (static) and varying (kinetic, 

dynamic) over time, respectively. The difference between 

kinetic and dynamic varies across disciplines. See Section 

7.1. 

b. And between a 2D en a 3D river model? 

With and without variation in depth taken into account. 

10. Why do many models describe the rate of change rather 

than the absolute level of the variable? 

Because changes in rates (e.g., dy/dt) are more easily to 

interpret and derive than levels of the state (e.g., y) itself, e.g., 

dy/dt = k·y (linear) versus y(t) = y(0)·ekt (exponential). 

11. Difference and differential equations are used in 

modelling. 

a. What is the difference between them? 

Difference = with time step Δt, differential = with infinitively 

small time step dt. 

b. In which case would you apply a difference and differential 

equation? 

Difference in case of discrete events (e.g., age classes in 

population) and if analytical solution of differential equation is 

too complex. Differential in other cases. 

12. Which solution of a differential equation is most precise: 

analytical or numerical with large or small time step? 

Analytical most precise, numerical with small time step 

intermediate, numerical with large time step least precise. 

13. Can you obtain the analytical solutions of the following 

differential equations: 

a. dy/dt = 3·t2 by using elementary integration and (as a 

check) differentiation routines from Table 7? 

use integration of power function [Table 7] 

 dy/dt = k·tk-1  y = tk+ c 

or dy/dt = tk   y = 1/(k+1)·tk+1 + c 

e.g.: 

 dy/dt = 3·t3-1   y = t3 + c 

 dy/dt = 3·t2    y = 3·1/(2+1)·t3 + c 

b. dS/dt = - k·S by using elementary integration and (as a 

check) differentiation routines from Table 7? 

integrate [Table 7]   dy/dt = k·ekt = k·y  y = ekt+c 



substitute k by -k:  dy/dt = -k·e-kt = -k·y  y = e-kt+c 

substitute S(t) by y: dS/dt = -k·S  S(t) = e-kt+c = e-kt·ec 

fill in t=0:         S(0) = ec 

substitute ec by S(0)      S(t) = S(0)·e-k·t 

c. Take the analytical solution from Table 21a (do not derive 

yourself!) if a constant inflow F is added to the latter 

differential equation arriving at dS/dt = F - k·S. This is just to 

practise interpreting solutions given. 

see Table 21a. 

d. Indicate why the Lotka-Volterra predator (S2) - prey (S1) 

model with 

dS1/dt = k0∙S1 - k1·S1∙S2 & 

dS2/dt = k1·S1∙S2 – k2∙S2 

cannot be solved analytically (but see numerical plot in Table 

24b)? 

Analytically not possible because S1 depends on S2 and vice 

versa. Thus, the simple system (prey increases with prey and 

decreases with predator density, predator increases with prey 

and decreases with predator density) can be simulated by 

relatively simple differential equations of the kind "dS/dt =" but 

not by equations of the kind "S =". This confirms that models 

are often derived as differential equations for dS/dt rather than 

equations for S. 

e. Check the answers of a-c at an on-line solver, for instance, 

https://onsolver.com/diff-equation.php or 

https://www.symbolab.com/solver/ordinary-differential-

equation-calculator 

Note that the first solver only accepts variables expressed as x 

and y, while some letters like F are reserved for other 

purposes. So, you have to fill in y"=-k*y for question b, y'=c-

k*y for question c. 

14. As indicated, dy/dt can also be denoted as d1y/dt1 or, 

possibly more familiar to you as y'. In addition, the derivative 

of dy/dt = d1y/dt1 itself is denoted as d2y/dt2 or y". 

a. What do you know of y if d1y/dt1 = y' equals 0? 

If dy/dt = d1y/dt1 = y' = 0, then y does not change. For 

example, the water level y in a beaker with inflow balanced by 

outflow. 

b. Idem if d2y/dt2 or y" equals 0? 

If d2y/dt2 = y" = 0, then dy/dt itself does not change. For 

example, if the water level y in a beaker is constantly (hence 

dy/dt does not change) increasing over time. 

15. Imagine that you are a scientist or manager. Would you 

develop a simple or complex model to interpret your data or 

estimate future developments in your jobs? Motivate your 

answer. 

Several outcomes possible, correctness depends on 

motivation given. In general, complex if accuracy is important 

and time/finances are abundant, simple if transparency is 

important and time/finances are scarce. 

16. Give a short description of the activity in each phase of 

model development. 

See Table 9. 

17. How can you derive a model from a system? 

Arrange information on the system into a conceptual diagram, 

with boxes as storages and arrows as flows. Derive equations 

for the arrows based on mechanisms and data, using 

analogies of other models if needed. 

18. Specify a model for the system of Figure 17 with 16 

individuals if reproduction is suddenly stopped because of a 

chemical or food stress. Go through the four same sub-stages 

of model derivation. 

System without reproduction. 

Diagram without kin arrow. 

Equation kin = 0 and kex = 1 so that dS/dt = kin·S - kex·S = 0·S - 

1·S = -S and S(t)=S(0)·e-1t. 

Graph exponential decrease. 

19. A model describes the relationship between the number of 

pikes (predator) and roaches (prey) in a ditch. Think of 5 

questions to verify the model. 

a. Does the number of pikes increase if the number of roaches 

increases? 

b. Does the number of roaches decrease if the number of 

pikes increases? 

c. Do both fish species die if the water level is set on 0? 

d. Do the fish fit into the volume of the ditch? 

e. Are there negative numbers of fish in the model? 

f. Do the pikes die if all roaches are dead? 

g. Do the roaches die if their food is set at zero? 

h. What happens if the oxygen level is set at zero? 

20. What may happen if the mass balance of the carbon cycle 

in a climate model does not fit completely? 

CO2 may accumulate or leak out of the model, yielding 

unrealistically high or low levels in some compartments. 

21. What is the importance of a sensitivity analysis for 

calibration? 

A sensitivity analysis yields the most sensitive parameters that 

require the most adequate calibration. Sensitivity analysis thus 

optimizes the calibration process. 

22. What may cause a difference between validation data and 

model prediction, would you rather believe measurements or 

model? 

https://onsolver.com/diff-equation.php


Both data and model can be “wrong”. Data can be wrong due 

to sampling, measurement techniques etc., model can be 

wrong due to mistakes in any of stages of Table 9. 

23. A modeller separates a set of data in two parts. One is 

used for calibration, the other for validation. What are the 

disadvantages of this approach? 

One set of data is often collected by the same person, with the 

same instruments and under the same conditions, increasing 

the probability of systematic errors. Splitting also shortens the 

period to cover situations that occur in the other half of the set. 

24. Models are used for scenario analyses. 

a. What is a scenario? 

Description of a possible future that reflects different 

perspectives. 

b. Which two types can be distinguished? 

Vision-forming, decision-forming. 

c. Which two methods can be distinguished? 

Intuitive, formal. 

25. Which two major axes are distinguished for the 4 basic 

scenarios of used for climate change and other environmental 

issues? 

Globalization versus regionalization and reactive versus pro-

active. 

26. A fishery board wants to know whether fishing of a 

commercial species has to be banned by applying the model 

of Figure 17. Set up a scenario analysis filling in all aspects of 

Table 10. 

Various answers possible. 

Scenarios: autonomous development, complete ban, 

maximum yield. 

Period: 5-10 years. 

Scale: species geographic range. 

Input: Current fish mass density [kg·km-2], recruitment [kg·y-1], 

fishing boats-days etc. 

Environmental output: Future fish mass density [kg·km-2] in 

relation to development of food, competing species and 

predators. 

Socio-economic output: Cost-benefits of fishing [€], 

employment rate [jobs]. 

Relationships: within population see e.g. Figure 17, between 

fishing and fish. 

Uncertainties: Recruitments-standing stock ratios, alternative 

jobs. 

27. How does the format of a typical modelling paper look 

like? 

Left column of Table 11. 

 

11.1.3 Chapter 4 

1. What is a module? 

A coherent (part of a) model with a distinctive configuration. 

2. Why does understanding a set of modules pay off? 

A small set of modules can be used to: 1) cover similar 

systems, 2) understand most of the equations in a complex 

model, 3) anticipate the behaviour of complex models from 

dominant modules. 

3. What is the relationship between compartments, storages, 

patterns, state variables on the one hand and connections, 

flows, processes, on the other? 

Items are stored in compartments that are described by 

patterns of state variables. Connections between 

compartments carry flows via pathways and intersections, 

characterized by rate variables that express processes. 

4. Describe the relationship between flows, storage, rate 

constants and residence time in a one-compartment tank 

mathematically. 

F = dS/dt and k = 1/τ = F/S. 

5. Describe the 6 types of modules, starting with 1 = tank, 

sources, sinks, 2 = … 

See Table 20. 

6. At a certain moment (t=0), 40 kg of Bendrane is released 

into a stagnant lake of 20,000 m3. After one day, the 

concentration of Bendrane is measured to be 1.90 mg∙L-1. 

a. Derive the diagram and differential equation for the change 

of the Bendrane concentration in the lake, assuming a simple 

but realistic mechanism for disappearance. 

Table 21a.: One compartment tank with linear outflow and no 

inflow from one source (F0=0). dC/dt = F0 - k∙C(t) = 0 - k∙C(t) = 

k∙C(t) with k as the disappearance rate constant [d-1]. 

Substances added at the start are often assumed and 

observed to disappear at a constant fraction k in time. 

b. Calculate the half-life τ50 (time needed to reach half the 

initial concentration) of Bendrane.  

known:  C(0) = 40 kg / 20,000,000 L = 2 mg∙L-1 

   C(1) = 1.9 mg∙L-1 

differential equation   dC/dt = -k∙C(t) 

take analytical solution  C(t) = C(0) ∙ e-kt 

divide by C(0), take nat. log ln(C(t)/C(0)) = -kt 

divide by -t     k = - ln(C(t)/C(0)) / t 

fill in C(0), C(1)    k = -ln(1.9/2)/1 = 0.05 [d-1] 

half initial concentration  C(τ) = 0.5∙C(0) = C(0)∙e-0.05•τ 

half-life      τ50 = -ln(0.5/1)/0.05 = 13.8 d. 



c. How long does it take before 99% of the Bendrane released 

has disappeared from the lake? 

C(t) = 0.01∙C(0) = C(0) ∙e-0.05•t  t = -ln(0.01/1)/0.05=92 d. 

7. Suppose that leaves are falling steadily in a stable forest at 

2 g·m-2·d-1. In an experiment, a designated area was 

temporarily covered, showing that half of the leaves 

decomposed in 100 days. 

a. Draw a diagram of this system. 

See Table 21a.: One compartment tank with linear outflow and 

constant inflow from one source 

b. Derive the appropriate differential equation. 

dS1/dt = F0 – k·S1 

c. Calculate the equilibrium (“steady state") biomass of the leaf 

litter in the forest soil. 

at equilibrium     dS1/dt = F0 – k·S1() = 0  

equilibrium state explicit  S1() = F0/k = 2/k. 

if leaf fall stops F0 = 0   dS1/dt = 0 – k·S1 = -k·S1  

analytical solution   S1(t)=S1(0)·e-kt  

k explicit      k = -ln(S1(t)/S1(0))/t. 

since S1(100) = ½·S1(0)  k = -ln(½)/100 = 0.00693 d-1 

so equilibrium state equals S1() = F0/k=2/0.00693=288 

g·m-2. 

d. Underpin your calculation by a comparison of the units for 

each factor in the model. 

F0/k = [g·m-2.d-1]/[d-1] = [g·m-2]. 

8. An algae culture reaches a maximum mass density of 120 

g∙m-3 under optimal conditions. At t=0, algae are inoculated at 

an initial mass density of 0.1 g∙m-3. After 2 days of growth, the 

concentration equals 1 g∙m-3. 

a. Should this system be modelled by an exponential or 

logistic loop? 

The maximum suggests logistic growth but the growth is still 

exponential between 0.1 and 1 << 120 g·m3 and thus more 

convenient to model by N(t) = N(0)·er·t. 

b. Calculate the exponent r in the equation dN/dt = r·N. 

from question    N(0) = 0.1 g∙m-3, N(2) = 1 g∙m-3 

use equation     N(t) = N(0)·er·t 

fill in for t = 2    N(2) = N(0) ∙ er∙2  

divide by N(0), take ln r = ln(1/0.1) / 2 = 1.151 d-1. 

9. Human population growth. 

a. What kind of resources determine the human population 

growth? 

The principal sources would be food and to a lesser extend 

water and air. Yet, one may also regard the energy needed to 

produce this as the ultimate resource. 

b. Should it be described by an exponential or logistic model? 

Both answers can be correct. Previous trends (e.g., Figure 41) 

suggest exponential growth. Actual data indicate that the 

maximum increase might have occurred in the 1960s (e.g., 

UN websites), suggesting that the “logistic phase” has started 

10. The mass m growth of an individual in biology is often 

described by the Von Bertalanffy equation dm/dt = k0∙m⅔ - 

k1∙m. 

a. What is the maximum mass reached, expressed as a 

function of the parameters k0 and k1. 

mass in equilibrium at  dm/dt = k0∙m⅔ - k1∙m = 0  

-k1∙m to the right   k0∙m⅔ = k1∙m  

divide by k1    k0∙m⅔/k1 = m  

divide by m⅔    k0/k1 = m/m⅔ = m⅓  

to the power 3   (k0/k1)3 = (m1/3)3 = m 

so, maximum value   m = (k0/k1)3 

b. At which mass is the growth of the animal at a maximum, 

knowing that d2m/dt2 = (⅔∙k0∙m-⅓ - k1 ) · d1m/dt1? 

maximum increase is where the derivative of the differential 

equation equals zero  d2m/dt2 = (⅔∙k0∙m-⅓ - k1 )·d1m/dt1 = 0 

excluding trivial values at infinity d1m/dt1 = 0, the point of 

inflection occurs at 

        (⅔∙k0∙m-⅓ - k1 ) = 0  

k1 to right, div. by ⅔∙k0 m-⅓ = k1 / (⅔∙k0)  

swap /      m⅓ = ⅔∙k0/k1  

to the power 3   m = (⅔∙k0/k1)3 

c. Check the second derivative at https://onsolver.com/diff.php 

by filling in the first derivative as k0·f(x)2/3 - k1·f(x). 

usually, several alternative forms are given that you need to 

convert to your case, e.g. 

f"(x) = f'(x)·(2·k0/3·3√f(x) - k1) = (⅔·k0
.f(x)-⅓ - k1)·f'(x) 

11. A population of rabbits, growing logistically under natural 

conditions is hunted by humans. 

a. How can the logistic differential equation be adapted to 

include hunting if a constant fraction c is shot? 

constant fraction: dN/dt = r∙N(1-N/K) - c∙N 

b. How does it look like if a constant number is shot? Do not 

include the number of hunters in your answer. 

constant number dN/dt = r∙N(1-N/K) – c 

12. What are the major imperfections of the Lotka-Volterra 

model (= series of two exponential loops)? 

Lotka-Volterra does not incorporate other trophic levels, 

carrying capacity, behaviour, environmental fluctuations (e.g., 

in humidity, temperature), equilibrium unlikely to hold over 

long periods. 

https://onsolver.com/diff.php


 

11.1.4 Chapter 5 

1. What are the main chemical constituents and the physical 

state of each sphere and how do these affect their cycling? 

Atmosphere, N2, O2, gaseous, rapid turnover. Hydrosphere, 

H2O, liquid intermediate turnover. Lithosphere, Si, solid, slow 

turnover. Biosphere, CH2O, liquid-solid, intermediate turnover. 

2. How does body and exchange surface area scale with 

volume or mass for objects as diverse as organisms, lakes 

and engines? 

body area A ~ V⅔ ~ m⅔, exchange area mostly A ~ V¾ ~ m¾, 

occasionally A ~ V1 

3. Fluxes are used across many disciplines. 

a. Explain the meaning of the general (1D) formula for fluxes. 

φ = ΔY/ΔL / R, you might add the difference between 

exponents of ½ (turbulent) and 1 (laminar). 

b. Give examples of processes including their driving force 

that can be simulated by this equation, across disciplines 

especially that of your own, to enhance abstract thinking. 

heat flow due to temperature differences, air (wind) and sap or 

blood flow due to pressure differences, water flow (run-off) 

due to height differences, substances flow (diffusion) due to 

concentration differences, organisms flow (migration) due to 

density differences etc. 

4. The American state of California has selected the sandy 

Ward desert as a location for the storage of low nuclear waste. 

The distance to the nearest surface water, the Colorado River 

is 130 km. The groundwater table in the Ward is 260 m above 

the water level in the Colorado River. How much time does it 

take for the water with the pollutants to reach the river? Keep 

an eye on the units. As you might notice, the value of one 

parameter is not given to mimic real working life. Can you 

obtain its order of magnitude from a) the internet, b) your gut 

feeling or c) the book [Section 6.4]? 

The general formula indicates velocity = flux = 1/R · ΔH/ΔL = 

ΔH/(ΔL·R). 

The resistance R is not given but you might 

a) come across a measured value on the internet 

b) consider groundwater travelling more than 10-1 and less 

than 103 m/d through sand or 

c) take the value from that section "R = 103…6 s·m-1
 = 10-2…1 

d·m-1 for the range of sandy to clayey soils". 

travel time    = distance [m] / velocity [d·m-1] 

      = ΔL / (ΔH/(ΔL·R)) 

ΔL·R to numerator = ΔL2 · R / ΔH 

check on units   [m2]·[d·m-1]/[m] = [d]  

approximate values  (130*103)2·10-2/260 = 

      650 000 days = 1780 years 

to reach the Colorado river. 

5. Flows in organisms depend on size. 

a. How does transport of heat and substances (oxygen, 

nutrients, pollutants etc.) scale with the size of organisms, i.e., 

F ~ A… ~ V… ~ m…? 

Flow of heat scales geometrically F ~ A ~ V⅔, while flow of 

substances scale allometrically F ~ V¾. 

b. How could one explain the difference? 

There is no universally accepted explanation but the 

difference appears that heat is transported through a solid 

medium (tissue) while substances are transported by a fluid 

medium (sap, blood). 

6. Water flow through a lake and through an organism scale 

geometrically and allometrically, respectively. 

a. How will the flow rate (not the rate constant!) then scale to 

the volume of the lake and of the organism, F ~ V…? 

Flow of water through lakes and organisms scale as F ~ V⅔ 

and F ~ V¾, respectively. 

b. What could cause the slight difference in their scaling? 

Most likely, the dimension of the whole system, being 2D for 

river catchments and 3D for organism blood network, 

respectively. 

7. Do you expect the total production of grass in an area to be 

larger or smaller than that of trees in a similar area? Give a 

qualitative motivation followed by a quantitative underpinning, 

e.g., k ~ … or F ~ … 

production per plant:   grass < trees 

number of plants per km2: grass > trees 

growth rate F [kg·d-1] · num. density N [km-2] ~ m¾·m-¾ = m0. 

or 

growth rate constant k [kg·kg-1·d-1] · mass density mN [km-2] = 

m-¼·m¼ = m0. 

So. another example of an equivalence rule. 

8. Which animal will have had more heartbeats at the end of 

its life, a rabbit or an elephant? 

Number of heartbeats per day (rate constant [d-1]) · number of 

days lived [d] = m-¼ · m¼ = m0. Hence the total number of 

heartbeats in a lifetime is equal. 

9. A largely unknown 0.1 kg desert rat in the Ward Valley is on 

the brink of extinction. You are expected to model its 

population dynamics. What values would you assign to the 

consumption rate constant, the age at death and the individual 

home range if you know that a 1 kg rabbit has been measured 

to consume 1 kg·kg-1·d-1, die at 3 y and require 0.01 km2 of 

habitat? 



We assume the universal exponent of κ = ¼ (you may also 

take ⅓ for mammals). 

In Figure 24, we see that biological rate constants to scale 

a1·m-¼, while age and area can be inferred from Figure 35 to 

depend on size as a2·m¼ and a3·m¾ respectively. 

As the rabbit weighs 1 kg, the coefficients (=intercepts in log-

log graphs) exactly equal the values for this species, i.e. 

Figure 35:    consumption rate constant 

      = a1·m-¼ 

fill in weight rabbit = a1·1-¼ = a1·1 = a1 

given in question  = 1 kg·kg-1·d-1 

Figure 35:    age at death 

      = a2·m¼ 

fill in weight rabbit = a2·1¼ = a2  

given in question  = 3 y 

Figure 35:    home range 

      = a3·m¾ 

fill in value    = a3·1¾ = a3  

      = 0.01 km2 

So, for the 0.1 kg desert rat the consumption rate constant is 

1·0.1-¼ = 1.8 kg·kg-1·d-1, age 3·0.1¼ = 1.7 y and 0.01·0.1¾ km2 

= 0.0018 km2. 

10. Why is it useful to link parameters to chemical properties, 

physical characteristics and biological traits, esp. molecular, 

catchment and species size? Provide two reasons. 

a. It provides insight in the way (transport in/of) molecules, 

water, sap, blood, individuals and communities is organised, 

describing the overarching principles. b. It provides values for 

parameters that are unknown for many stressors, sites and 

species. 

 

11.1.5 Chapter 6 

1. What kind of causes may induce periodic temperature 

changes? 

Table 32 

2. Why may (in)direct measurements of temperature be 

uncertain? 

Use of proxies (e.g., tree rings), correlated changes (e.g., 

urbanization) 

3. What is the most important greenhouse gas in natural 

conditions? a. water, b. carbon dioxide, c. methane, d. nitrous 

oxide 

a 

4. Why does burial of carbon in organic matter in sediments 

not compensate for the emission of carbon by fossil fuel? 

Burial of dead plants has led to vast amounts of oil and coal, 

yet at a much slower rate than the current use of it. 

5. Which properties determine the contribution of a gas to 

global warming? 

Emission load, residence time, radiative forcing efficiency 

6. Where and when do you expect winter and summer smog? 

Smog occurs if a positive temperature gradient prevents 

mixing. In winter due to radiation near the earth surface (no 

clouds), in summer due to isolation by mountains around the 

area. Summer smog is often caused by (photochemical) 

reactions driven by sunlight. 

7. How can pollutants be transferred from the air to the soil 

compartment? 

Wet deposition (dissolved in precipitation), or dry deposition 

(as particles or attached to particles). 

8. A zinc smelter releases 10 mg∙m-3 of cadmium into a small 

river. The discharge of the effluent is 0.05 m3∙s-1. The river has 

a depth of 1 m, a width of 10 m and an average velocity of 0.1 

m∙s-1. The background cadmium concentration is 0.15 mg∙m-3. 

The water quality standard of cadmium is 0.34 mg∙m-3. 

Calculate the downstream concentration of cadmium with a 

simple dilution-model and indicate whether the quality 

standard is exceeded. 

Total load = input from effluent + level in river = 10 mg∙m-3 * 

0.05 m3∙s-1
 + 0.15 mg∙m-3 * 0.1 ms-1 * 1 m * 10 m = 0.5 + 0.15 

mg∙s-1. Total concentration = total Cd load/total water 

discharge = 0.65 mg∙s-1/ (0.05+1) m3∙s-1 = 0.62 mg∙m-3, which 

exceeds the standard, however the quality standard does not 

take into account rapid sorption into the sediment. 

9. Browse through Briggs 1981 (Journal of Agricultural and 

Food Chemistry 29: 1050-1059) and Hendriks et al. 2005 

(Environmental Science and Technology 39: 3226-3236) and 

suggest alternative principles, equations or properties that 

provide a more accurate or mechanistic approach. Kow covers 

weak (hydrophobic, H-bond) interactions, do you have an 

alternative for strong (covalent) interactions? 

10. Why might the decrease of concentrations be delayed 

after emissions have stopped? 

It takes time before the substances leave (by degradation, 

outflow etc.) the system, in which they are measured. 

11. Usually, concentrations decrease with the increasing 

distance to the source. Describe when a reverse pattern can 

be noted. 

Pollutants deposited near the mouth of a river. 2. Upstream 

emission reduction. 

 



11.1.6 Chapter 7 

1. What is the difference between nutrients, toxins and 

toxicants? 

Nutrients = feeding plants and animals, toxins = natural 

poisons, toxicant = man-made poisons/chemicals 

2. Why is studying the exchange of substances between 

organisms and their environment worthwhile? 

Scientific curiosity: knowing how biotic and xenobiotic 

substances shape life 2. Societal: knowing which substances 

may affect ecosystem and human health. 

3. Describe Equation 60 of a one-compartment model for 

exchange of substances in words. 

Change of concentration over time equals input (extraction 

rate constant · concentration in exposure medium) - output 

(elimination rate constant · concentration in organism. 

4. Which variables determine the rate of exchange? a. delays 

in the flows of air and blood. b. resistances in membranes c. 

affinity for body parts. d. a, b and c. 

d 

5. When does a one-compartment model not suffice? 

If distribution in the organism is slower than exchange with the 

environment. 

6. What can you do to circumvent sacrificing many animals to 

be tested for accumulation of chemicals? a. zero emission. b. 

relating exchange to chemical properties c. exposure to sub-

lethal concentrations only. 

All answers are right, yet you have to pick the best one. 

a. is unlikely to happen as it requires a fundamental change of 

society to stop emissions of all substances. 

b. relating exchange parameters to chemical properties allows 

one to inter/extrapolate between substances reducing need for 

tests. 

c. non-invasive techniques indeed you to determine the 

concentration in living organism, yet, what would you do with 

the animals after the experiment? 

So, the best answer is b. 

7. What is the daily food intake of an 10,000 kg elephant in 

comparison to a 1 kg rabbit per kg body weight? a. 10x more, 

b. equal c. 10x less d. unknown. 

c 

8. Look at statements I and II. 

I. A warm-blooded species of 1 kg eats more than a cold-

blooded species of 1 kg at 20C. 

II. A warm-blooded of 1 kg lives longer than a cold-blooded 

species of 1 kg at 20C. 

a. I = true & II = true. b. I = false & II = false. c. I = true & II = 

false. d. I = false & II = true. 

a 

9. Along the sequence of plants, cold-blooded animals and 

warm-blooded animals of the same size, respiration rate 

constants [kg·kg-1·d-1] a. increase, b. decrease, c. remain the 

same, d. vary. 

a 

10. Which two properties of substances largely determine 

rates for membrane permeation? 

mass (size) and charge, jointly represented by hydrophobicity 

11. What three main processes of membrane passage can be 

distinguished? 

Passive (facilitated) diffusion, active transport, endo-

exocystosis 

12. Which type of molecular interaction dominates the 

behaviour of neutral, polar and ionic substances? 

Neutral substances, weak intermolecular interactions and 

neutral phases like lipids vs. polar-ionic substances, strong 

intra-molecular interactions and polar phases like water 

13. Demonstrate how a molecular property can serve as a 

surrogate for affinity of organic and inorganic substances. 

octanol-water partition ratio Kow and covalent index 2r, 

respectively. BCF ~ Kow, BCF ~ 2r 

14. Why is the tissue-water partition ratio not always linearly 

proportional to the Kow? 

Especially in the case of polar compounds, less neutral 

phases contribute to accumulation as well. 

15. Why is the ratio of the concentration accumulated in fish 

and adsorbed to dead organic matter (nearly) independent of 

the Kow? 

Both are (nearly) linearly proportional to the Kow, so their ratio 

is Kow-independent. Substances like to be in fish as much as 

the like to be at the dead organic matter. 

16. Why do substances magnify in food chains anyway? 

At the end of the digestive tract, substances have little choice 

but to go into the organisms with the food, the more so if more 

food digested. 

17. Would you rather eat fish or meat to avoid intake of 

organohalogen compounds? Motivate your answer. 

It is likely that both contain residues. The level in the food 

depends on the concentration in water and soil as determined 

by the distance to the source. In case concentrations in abiotic 

compartments are similar, fish is likely to have higher residues 

than meat. 

18. List the similarities between the breakdown of biotic and 

xenobiotic compounds. 



Similarities in chemical reaction formulas, (co-)enzymes, site 

of action. 

19. What is the difference between the phase I en II 

transformation? 

I = addition of polar group, II = conjugation to endogenous 

components 

20. What is the point of increasing polarity by transformation? 

Allows better excretion by water (e.g., urine). 

 

11.1.7 Chapter 8 

1. Why are vital endpoints affected at higher concentrations? 

Non vital endpoints such as growth are shut off to allow all 

energy to be directed to vital endpoints like survival. 

2. What is the difference between continuous and discrete 

endpoints? 

Continuous endpoints such as growth change gradually, 

discrete endpoints such as mortality (dead, alive) change 

principally 

3. How much do biological rates such as production and 

respiration change with temperature? 

Rates are about doubled every 10°C increase in temperature. 

4. How does low and high temperature damage organisms? 

Near freezing crystallization of water in the cytoplasm 

damages cell membranes, at higher temperatures basic 

resources, such as oxygen or water become depleted. 

5. How is resource abundance related to flow rates for e.g., 

oxygen transport by blood, or consumption of food? 

Rates are a hyperbolic or sigmoid function of the resource, 

saturating to a maximum level. 

6. What is represented by the half-saturation constant and the 

slope? 

The half-saturation constant represents the resource level at 

which half of the maximum rate is reached. The slope reflects 

indifference (n=1) or facilitation (n>1). 

7. What is the (molecular) mode of action? 

The molecular mechanism of a toxicant affecting an organism. 

8. What are the three main targets for toxicants? 

Membrane lipids, proteins and nucleic acids. 

9. a. What is the difference between nonspecific and specific 

modes of action? b. Give an example compound of each. 

Nonspecific modes of action affect all kinds of biological 

components by a general mechanism (e.g. industrial 

chemicals). Specific modes of action do so a very specific way 

(e.g. dioxin). 

10. What organelles and organs are often affected first/at low 

levels? 

Exchange organs that are intensively exposed (e.g., lungs, 

gills, liver, kidneys) and regulatory organ(elle)s (e.g., 

chromosomes, brains). 

11. What are the (dis-)advantages of in vivo, in vitro, in situ or 

in silico methods? 

See Section 2.2. 

12. What is represented by the median response 

concentration? 

The concentration at which 50% effect is observed, i.e. at half 

of the control. 

13. Which 2 principal steps are used to relate a median 

response concentration to a level considered safe for humans, 

plants and animals? 

a. Divide by safety factors, e.g., 100 to cover differences 

between rodents and man, or between lethal and no effect 

levels . b. Select a low fraction, e.g., from 50% to 5%. 

 

11.1.8 Chapter 10 

1. Give two reasons as to why pollution may not be over after 

the use of a substance has been banned. 

Pollutant may be persistent taking years before safe levels are 

reached. 2. Pollutant may be replaced by another alternative 

compounds will similar properties. 

 

11.2 Assignments 

11.2.1 Chapter 1: Disciplines (4h) 

Objectives 

1. classify (sub-)disciplines and sectors involved in 

environmental issues according to issue, position in cause-

effect chain, object and objectives 

2. recognize possible problems and solutions in cross-

disciplinary and cross-sectoral cooperation 

3. critically and efficiently evaluate a scientific paper. 

 

Instructions 

Please, read Benda et al. (2002) in Bioscience 52: 1127-1136, 

describing problems and solutions in interdisciplinary 

cooperation between hydrology, geomorphology and ecology 

and answer the following questions. 

1. Characterize geo(morpho)logy, hydrology and ecology in 

riverine systems by keywords according to the characteristics 

(1) tradition, (2) spatial scale, (3) time period, (4) precision 

(quantitative vs. qualitative), (5) type (descriptive, predictive, 

explanatory, problem- or solution oriented), (6) position in 

cause-effect chain, (7) environmental issues addressed [Chapter 

1]. 



 geology hydrology chemistry toxicology ecology 

tradition landscape 
evolution 

urban 
supply 
flood 
defence 

lab experi-
ments 

dose-
response 
assays 

field 
surveys 

space watershed watershed patch patch segment 

time [y] 1–1000 1–1000 0.01-1 0.01-1 0.01-1000 

precision qual. quant. quant. quant. qual. 

objective descriptive predictive predictive descriptive descriptive 

 problem solution  solution problem 

cause-
effect 

pressure 

state 

pressure 

state 

pressures 

state 

state 

impact 

state 

impact 

issues, 
e.g. 

soil, 
energy 
depletion 

flooding, 
droughts 
… 

pollution 
… 

pollution 
… 

conservati
on … 

2. To cover the “dirty side” of environmental science, add 

chemistry and toxicology to question 1. 

3. Benda et al. (2002) provide possibilities for creating 

"solvable" questions for integrated environmental research. 

Where possible, indicate for each of the following question 

whether the question is 

- descriptive, explanatory or predictive and also if it is 

- problem-oriented or solution-oriented 

a. What are the effects of urbanization on the abundance and 

species diversity of aquatic invertebrates? 

Descriptive, problem-oriented 

b. How can effects of urbanization on the abundance and 

species diversity of aquatic invertebrates be prevented or 

softened? 

Predictive, solution centered 

c. Through which mechanisms can urbanization lead to effects 

on the abundance and species diversity of aquatic 

invertebrates? 

Explanatory, problem-oriented 

d. How will a further progress of urbanization affect the 

development of the abundance and species diversity of 

aquatic invertebrates? 

Predictive, problem-oriented 

e. Will the forecasted increase in peak flows lead to small (< 

10 cm), moderate (10- 50 cm) or large (> 50 cm) changes in 

channel morphology? 

Predictive, - 

f. Are gravel beds or cobble bed channels more susceptible to 

change? 

Descriptive, - 

g. How will invertebrate populations or communities respond 

to qualitative directional change in habitat? 

Predictive, - 

h. Modifying dimensional scales: How can the effects of higher 

peaks be softened in floodplain X? 

Predictive, solution-orientedi. Eliminating a discipline or 

constructing a “black box”: How will the forecasted increase in 

peak flows effect the physical habitat? 

Predictive, - 

j. Performing a coarse-grain analysis: How has the increased 

proportion of building in the river basin changed the flow 

regime? 

Descriptive-explanatory, - 

4. In the article four strategies are introduced for coping with 

gaps between disciplines. Now go back to the most cross-

disciplinary activity you have been involved in yourself. Which 

strategy of Table 1 in Benda et al. 2002 would have been 

most useful that case. 

 

11.2.2 Chapter 2: Monitoring (4h) 

Objectives 

1. indicate how soil pollution is assessed and 

2. apply the TRIAD-approach to underpin prioritization of 

remediation 

Instructions 

Please, read a paper on the TRIAD approach such as Rutgers 

and Jensen 2011, Site-specific Ecological Risk Assessment, 

Chapter 15 of Dealing with Contaminated Sites, From Theory 

towards Practical Application, Swartjes, Frank A. (Ed.). 

Answer the following questions. 

1. Why is soil quality assessment important? 

Saves money and gives correct priorities 

2. Which steps are taken in assessment? 

See Rutgers and Jensen 2011 Fig. 15.1 

3. Quality standards for toxicants are based on SSDs. (a) 

What are SSDs? (b) What is HC50? (c) What would HC5 be? 

See Section 8.5.2 

4. In the TRIAD-approach, different instruments are used. (a) 

What is the benefit of bioassays compared to chemical 

analyses only? (b) Wat is the benefit of field studies compared 

to chemical analyses only? (c) Can chemical analyses be 

skipped if bioassays and field studies are carried out? 

(a) tox > chem: more substances, combitox, bioavailability, 

biological significance (awareness). (b) eco > chem: more 

species, multistress, ecological response/significance 

(awareness). (c) why stil chem: court-proof protocols, 

international standards, costs, cause 

5. In the field one has to deal with pollution by combinations of 

substances. How can one assess the importance of individual 

compounds vs. the total together? 

chemistry 1 by 1, ecotoxicology all 



6. What would you do as a manager with location A, B and C if 

you were given the results of Table 15.1 in Chp. 15? 

priority C > B > A 

7. What would you want to know as a researcher? 

causes for discrepancies 

8. What type of instrument is not prominent in the TRIAD 

approach can be used for that? 

modelling in addition to monitoring 

 

11.2.3 Chapter 2: Modelling (4h) 

Objectives 

1. develop a design for a scenario study and 

2. tender in an ad hoc team setting with a deadline. 

 

Instructions 

Several consultancies are asked by a governmental body to 

design (not carry out!) a scenario analysis weighing the pros 

and cons for each option. Your group (5 persons) can choose 

between, e.g., 

1. a river section to be reconstructed by a regional 

government (e.g., http://www.lusvanlinne.nl) 

2. investment in (non-)renewable energy by a national 

government 

3. nature development by the EU 

(ec.europa.eu/environment/nature/.../green_infrastructure_inte

gration.pdf) 

4. … (own case) 

Keep in mind to 

1. Think about what your target group needs 

2. Describe your scenario analysis according to the checklist 

[Table 10] in 3 slides 

3. Indicate what you are going to do without giving away the 

outcome. 

4. Pitch your proposal to the audience in 5 min, creatively 

selling your ideas. 

As each case can be very different, we supply the product for 

another example, i.e. adding a runway to an airport. 

1. scenarios chosen: present situation, autonomous 

development, min-max range, alternative locations 

2. the spatial scale and time period chosen: 0…20 years, 

around … nearby/new airports 

3. environmental output: additional noise [dB], CO2, NOx, SO2, 

dust emissions [kg/y], nature reserves [km2] 

4. socio-economic and political output: citizen acceptance [%], 

employment benefits [jobs] 

5. input required: current … expected number of flights [d-1], 

present … future land use [km2] 

6. the input-output relationships: more flights → more noise → 

more noise nuisance, more flights → more emissions → more 

temperature rise 

7. uncertainties: alternative transport (e.g. train), technological 

innovations (e.g. low noise airplanes) 

 

11.2.4 Chapter 7: OMEGA I (6h) 

Objectives 

Model a linear one compartment system on accumulation 

kinetics, analytically as well as numerically. 

 

Preparation 

Attend the introduction lecture and/or browse through the book 

[Chapter 7] for relevance and inspiration on equations and 

parameter values. Write down your answers (incl. equations) 

on the upcoming question in a Word file and implement your 

calculations and graph in an Excel file to be uploaded at the 

end. 

 

Schematisation 

1. Think of a system with fish taking up substances from water 

and releasing substances to water by passive diffusion with a 

concentration in fish C3(t), a constant concentration C0w in the 

water and inflow kX,w,in and outflow kX,w,ex rate constant. You 

can choose the substance and species yourself. 

2. Draw a conceptual diagram with boxes, arrows, variables 

and parameters according to the examples given [Section 2.5.1]. 

 

Derivation 

3. Convert the diagram into a single differential equation and 

take its analytical solution. 

4. Translate the differential equation into a difference 

equation for a numerical solution [Section 2.4.3], using the 

exponential example provided there as a guideline. 

5. Have your equations checked by the teachers. 

http://www.lusvanlinne.nl/


 

 

Implementation 

6. Translate the analytical and numerical solution into an Excel 

function. We will use cell references (A1, $B$2 etc.) for 

variables because we need to refer flexibly to previous rows 

(and because of compatibility between Excel versions). In 

addition, we will use name references for parameters to 

facilitate encoding. See the Formula tab and F1 Help of Excel 

for information on referring to other cells, including the 

meaning of "$". 

7. Organise your worksheet well to reduce time-consuming 

errors. Use the first three columns ($A, $B, $C) of the 

spreadsheet for the symbol, value and unit of the parameters, 

respectively. Put the timestep Δt, inflow kX_w_in and 

kX_w_ex outflow rate constant and the water concentration 

C0w in row 2, 3, 4 and 5 respectively and name the cells with 

the values. Choose some preliminary values for the uptake 

and elimination rate constants [see Figure 73]. 

8. The 4th column $D of about 1000 rows long should 

represent the progress of time t with a variable time step. 

9. The 5th $E and sixth $F column should contain the actual 

concentration in the fish C3 for the analytical and numerical 

solution, with headers "C3 ana" and "C3 num", respectively. 

10. Make a graph that shows the concentrations in the fish C3 

as a function of time t. 

 

Verification 

11. Check that the model behaves as you expect it to do with 

the information provided in the lectures and book [Section 2.5.3]. If 

you encounter impossible or weird concentrations, check your 

formulas and code systematically to repair the problem. 

Modelling requires patience and conscientiousness. 

 

Parameterisation 

We are now going to replace the tentative values for the 

parameters by more accurate alternatives. 

12. Measuring the rate constants for in- and outflow would 

require you to spend months in the lab. So, save yourself time 

by taking 10 minutes to search for empirical values in 

literature with "uptake rate constant" and "elimination rate 

constant" as keyword [https://scholar.google.nl/]. Make sure the units of 

the collected values match/can be converted to those that you 

need, viz. [μg·kg-1 / μg·L-1 / d] for uptake and [μg·kg-1 / μg·kg-1 

/ d] = [d-1] for elimination. Can you explain those units? Are the 

values you found similar to those expected from regressions 

[Figure 73]? The value from the regression can be obtained visually 

by selecting the weight of your fish at the x-axis and the 

octanol-water partition ratio Kow of the compound (can be 

found on internet) for the intercept (on a log-log scale, 

intercept is the corresponding y value when x equals 1) and 

then reading the values of k at the y-axis. 

The [μg·kg-1 / μg·L-1 / d] indicate that uptake is expressed per 

μg·L-1 of pollutant in the water, one needs to make sure that 

the units of all terms on the right hand side match the units on 

the left hand side of the differential equation. Empirical values 

will vary but should not deviate too much from those read on 

the y-axis by filling the values on the x-axis and intercept. 

Derivation of equations is usually most difficult, also in exams. 

So, here you can enjoy another opportunity to learn deriving 

theoretical relationships, here between rate constants on the 

one hand and chemical properties or biological traits on the 

other. 

13. Look at the generic (a)biotic system [Figure 34]. Think of 3 

resistances or delays encountered by chemicals on their way 

to and into the fish. 

There is 

1) a delay in ventilation of water along the gills 

2) a resistance when permeating through the outer lipid 

membranes layers and 

3) a resistance diffusing through mucus and aqueous (cytosol) 

layers [Section 5.3.3]. In addition, circulation of blood may cause 

delays not addressed here. 

Here, is the equation for the uptake rate constant k0,x,in: 

k0,x,in=
m-κ

ρ
w
+

ρ
l

Kow
+
1
γ
0

 

14. Compare this equation to your answer in question 13. Can 

you interpret this equation with the processes you identified in 

question 13. Do you expect the resistances and delays in the 

numerator or denominator? Why is there an addition in 

denominator? Check your answer with others or the teachers. 

The denominator is a sum of resistances and delays because 

1) resistances and delays [d] are inverse to rate constants [d-1] 

(high resistance → low uptake) and 

C0w

C3

real system conceptual diagram

 C3 C

1 kX,w,in kX,w,ex 

0w 

difference equationdifferential equation

-

https://scholar.google.nl/


2) the total resistance in a series is the sum of each (just as in 

electricity circuits). 

Substances that mainly dissolve in water are called 

hydrophilic, while chemicals preferring fat are labelled 

lipophilic or hydrophobic. Hydrophobicity is usually 

represented by the partitioning between octanol (fatty) and 

water (aqueous) Kow. 

15. Do you expect hydrophilic or hydrophobic substances to 

rapidly cross lipid membranes of cells? Is that correctly 

represented in the equation for the uptake rate constant? 

Hydrophobic substances cross membranes faster as indicated 

by the decrease of ρl/Kow with increasing Kow. 

16. Uptake also depends on the mass of the fish. Can you 

explain the mass term in the equation from scaling of rate 

constants [Figure 24]? 

Rate constants were demonstrated to decrease with mass to 

the power -κ = -¼. 

Here is the equation for the elimination rate constant: 

 k0,x,out=
m-κ

ρ
w
+

ρ
l

Kow
+
1
γ
0

⋅
1

p
lw

⋅(Kow-1)+1
 

17. Can you explain why the first part is equal to the uptake 

rate constant. What could the second part represent? 

The first part indicate that resistances and delay are equal in 

both directions, i.e., in and out the organism. The second part 

1/(plw·(Kow-1)+1) represents the inverse of the affinity, i.e., 

indicating that the preference of hydrophobic substances (e.g., 

PCB) for fat, reduces release from the organism. 

18. Ventilation of water, by definition, scales a k0 = γ0·m-κ. So, 

can you infer γ0 from Figure 63h? 

For a fish of 1 kg: k0 = γ0·1-¼ = γ0. From the y-axis of Figure 

63h you read that k0 = γ0 ≈ 200 at m = 1 kg on the x-axis. 

For uptake by aquatic organisms via water, ρw = 0.0028 and ρl 

= 68 d·kg-κ [Hendriks et al 2001]. The fat fraction plw you can select 

yourself. 

19. In the sheet, replace the tentative values for the inflow and 

outflow rate constant by formulas that representing the 

abovementioned equations. You can add the additional 

parameters for these equations in the row 6 to 12 for Kow, m, 

ρw, ρl, γ0 and κ, respectively. 

 

 

Sensitivity analysis 

20. Check how the model changes as a function of chemical 

properties and species characteristics. 

 

Application 

21. Think of practical use and restrictions for the use of your 

model. What important parts are lacking? If you are familiar 

with modelling and need additional challenges, think about 

how you can incorporate uptake from food [see Hendriks et al. 2001]. 

Practical use: Interpretation of scientific experiments, 

derivation of regulatory quality standards. Lacking parts: 

exchange via food, active transport, transformation. 

 

Finalisation 

22. Upload your Word and Excel file to Brightspace before 

23:59h. 

 

11.2.5 Chapter 9: OMEGA II (6h) 

Objectives 

Model non-linear systems on population development, 

analytically as well as numerically. 

 

Preparation 

Attend the introduction lecture and/or browse through the book 

[Chapter 9] for inspiration on equations and parameter values. 

Write down your answers (incl. equations) on the upcoming 

question in a Word file and implement your calculations and 

graph in an Excel file to be uploaded at the end. 

 

Schematisation 

1. Think of a system with population of fish N3 (3 points to the 

trophic level) in an area with abundant food. Draw a 

conceptual diagram with boxes, arrows, variables and 

parameters. 

 

← =m^-κ/(ρw+ρl/Kow+1/γ0)

← =m^-κ/(ρw+ρl/Kow+1/γ0) * 1/(plw*(Kow+1)-1)

=D12+Δt →

← =$F16 + (kX_w_in*C0w-kX_w_ex*$F16) * Δt

← =kX_w_in/kX_w_ex*C0w*(1-EXP(-kX_w_ex*D15))

γ0



Derivation 

2. Convert the diagram into a single differential equation and 

derive its analytical solution. 

3. Translate the differential equation into a difference equation 

for a numerical solution. 

 

 

Implementation 

4. Use the first three columns $A, $B and $C for symbols, 

tentative values and units of the parameters (i.e., Δt, r3). You 

may add more parameters from subsequent sections in the 

same columns. Use name references for parameters to 

facilitate encoding. Choose preliminary values for the 

parameters. 

5. Use the second three columns $D, $E and $F for time with 

header "t", the analytical solution for the fish density with 

header "N3 exp ana" and the numerical solution for the fish 

density with header "N3 exp num". The latter is obtained by 

converting the difference equation into an Excel function. 

6. Make a graph that shows both densities N3 as a function of 

time t. 

 

Verification 

7. Check that the model behaves as you expect it to do with 

the information provided in the lectures and book [Section 2.5.3]. If 

you encounter impossible or weird densities, check your 

formulas and code systematically to repair the problem. 

Describe any difference between the analytical and numerical 

solution. 

 

Derivation 

Abundant food and exponential increase are very rare, so we 

are going to bring more realism in the model. Unfortunately, 

the differential equations become too complex for analytical 

solutions and we use a numerical solution. 

8. Add a 7th column $G with a header “N3 log” to describe 

logistic growth limited by carrying capacity K3 = N(). 

9. Add an 8th column $H with a “delayed logistic growth” 

including an inhibition term (1-N/K) determined by N(t-τ) not 

N(t), with the delay τ representing, e.g., the time between 

conception and birth, or between birth and maturation. This 

can be artificially achieved by referring N in the exponential 

term r·N still referring to the previous row but referring N in the 

logistic term 1-N/K referring to many rows before when the 

population was still small. 

Add a 9th column $I with a flexible delay can by pasting "=$I2 

+ ( _r3*$I2 * (1 - IF($D3<τ; $I$2; OFFSET($I3;-(τ - 

Δt)/Δt;0;1;1) ) / K3_) )*Δt" into I3 and copying the formula to 

the rest of the column. You do not need to be able to derive or 

apply the formulas for the delays in the exam but it is 

instructive to see that delays can induce oscillations in one-

species populations similar to those in other systems (e.g., 

economic/business cycles) but different to those in two 

species populations derived later in this assignment. 

 

Parameterisation 

10. As before, take a couple of minutes to look for parameter 

values on the species of your interest as reported in literature 

[https://scholar.google.nl/]. 

11. Alternatively, you may again take a default value from 

scaling functions for rate [Figure 63], time [Figure 65] and density [Figure 91] 

parameters as a function of species size from empirical 

regressions plotted in graphs. How can you derive a 

parameter value from these graphs? 

You can obtain a value for the species you are interested in by 

selecting its mass on the x-axis and reading the corresponding 

value for the parameter at the y-axis for the appropriate taxon 

chosen. 

Even better, you may look for equations theoretically relating 

these parameters to size. As before, you do not need to be 

able to independently derive this by yourself. Yet, you should 

be comfortable with the line of questioning linking system 

features to model equations. 

12. Starting with the suite for scaling slopes [Section 5.3.3, Figure 35], 

how do you expect that the rate constant r and the carrying 

capacity K to depend on size, i.e., r ~ m… and K ~ m…? 

From the graph, we infer slopes κ of -¼ for the rate constant r. 

Carrying capacity is expressed as a numerical [km-2] or mass 

[kg·km-2] density representing, e.g., the number or total 

biomass of cows in a region, respectively. So, carrying 

capacity K is expected to scale as numerical N ~ mκ-1 or mass 

mN ~ mκ density [Figure 35], thus with slopes of κ-1 = ¼ -1 = -¾ 

(numerical) and κ = +¼ (mass), respectively. 

Carrying capacities are rarely reported in literature. If the 

species cannot extend its current niche, we might set the 

carrying capacity close to the average density. If the species 
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can overtake the whole tropic level (e.g., in a monoculture) 

carrying capacity can be set at the maximum density. 

For the intercept, we take average production kp = qT·γp·m-κ ≈ 

7.5 · 10-4·m-1/4 [Equation 61] for cold-blooded at 20°C as the basic 

process (warm-blooded are one order of magnitude more 

productive). The maximum production representing the 

intrinsic rate level is about 2…5 times higher [Equation 87], so on 

average r =max(kp) = (2+5)/2 · 7.5·10-4 d-1. The intercept for 

the average density and carrying capacity can also be related 

to the average production rate constant kp [Equation 85]. As this 

relationship is more complex and as the value depends on the 

trophic level of interest, we will not use it here. Instead, 

carrying capacity may be graphically obtained. 

13. Can you take the value of the intercept for fish from the 

graph ?[Figure 91] Note that on a log-log scale, the intercept is the 

corresponding y value when x equals 1. Read the caption and 

legend to know what the line type and colour represent. 

The model (dashed blue), confirmed by the regressions (solid 

blue) suggest a value of about 5100 km-2·kgκ, obtained on the 

y-axis at a x-axis value of m = 1 kg for the blue dashed line. 

 

Application 

14. Take a couple of minutes to think about how parameter 

values like r and K might change as a function of biogenic or 

anthropogenic stress [9.4.1]. 

So far, impact of biogenic and anthropogenic stress on these 

parameters has only been studied on a case-to-case basis. 

Yet, r and K may be affected in the same way [Figure 95]. 

 

Derivation 

15. So far, an abundant or constant amount of food was 

added to the system, as noted in laboratory, zoos and 

(occasionally) field studies. In reality, the amount of prey 

changes over time. Consequently, we need to add another 

box to the diagram. Think of the simplest module that allow 

you to model predator-prey dynamics. We do not give you 

detailed instructions, so that you learn how to build a model 

with little guidance. If you cannot think of something, check the 

book [Table 24b] or the corresponding slides. 

 

Implementation 

16. Implement the two-compartment model in an second sheet 

of the same workbook as the one-compartment using the 

same values for parameters that occur in both models. Then 

add time t, prey N2 and predator N3. in column $D, $E and $F 

and plot both N2 and N3 as a function of time in one graph. 

 

Verification 

17. The Lotka-Volterra model chosen is often used for 

educational purposes because of its simplicity. Appropriate 

values for parameters with a physical interpretation you can 

use the same approach as before. Population increase rate kp 

and mortality km scale to mass, while you can think yourself 

which fraction p of resource biomass is converted to consumer 

biomass. Yet, as the interaction parameter (e.g., k1) is difficult 

to interpret physically (e.g., what units does it have?) more 

advanced consumer-resource models are used in research. 

Nevertheless, choose some arbitrary values that produce a 

realistic output of the Lotka-Volterra model, with both N2 and 

N3 in one graph as a function of time. 

 

Application 

18. Now, in a different graph plot N2 not as a function of time t 

but as a function of N3, indicating how predator and prey 

density are related to each other. Can you obtain stable limit 

cycles by modifying the parameter values? Can you think of 

how such a predator-prey model can be used to tackle 

eutrophication problems? 
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The dynamics of nutrients and phytoplankton, or 

phytoplankton and zooplankton is often modelled by these 

kinds of two compartment models. Slight advanced models 

indicate the cycles may converge to different stable states that 

reflect clear and turbid conditions of lakes. 

Finalisation 

19. Upload your Word and Excel file to Brightspace before 

23:59h. 

 

11.2.6 BLOOM I (4-6h) 

Background 

In this assignment, you will develop a three-compartment 

model that describes the relations between the concentration 

of nitrogen and the population of algae in a river connected to 

the sea. To that end, we simplified a complex model originally 

conceived by Deltares/Imares for studying eutrophication 

worldwide [De Hoop et al. 1992, Etienne et al. 1997]. The BLOOM model, 

originally encoded in SENECA 2.0 (A Simulation ENvironment 

for ECological Application) gives you an impression on the 

way complex models are set up. The original BLOOM model 

was simplified to allow for implementation in Excel. 

 

Objectives 

specify a moderately complex but well-structured model based 

on information given. In order to achieve this, you will: 

- systematically analyse the issue 

- orderly follow modelling phases 

- apply equations and modules 

- estimate parameter values from overarching principles 

 

Preparation 

Attend the introduction lecture for inspiration on equations and 

parameter values. Write down your answers (incl. equations) 

on the upcoming question in a Word file 

BLOOMDERIVATION.docx, implement your calculations and 

graph in an Excel file and upload both as at the end of the 

assignment. You may work by yourself or in groups of two 

students. Please note that you will get feedback during the 

working group assignment, so do not hesitate ask questions 

to the teachers and regularly check the answers to the 

assignment with them. The correct answers become 

available will be uploaded to Brightspace the next day, so you 

can self-evaluate your assignment. Pay attention to 

structure model variables and parameters well in tables, 

as the BLOOM model contains many equations that are easily 

messed up. Single symbols (like C, N) need to be replaced by 

uppercase nouns (ALG, NITRO etc.) to cover many factors to 

be declared. Most of the derivation is already done, but you 

still need to structure and implement it. 

 

Schematisation 

The development of algae is described by three state 

variables (1) the number of algae ALG expressed as the 

amount of nitrogen in the algae, (2) the amount of detritus 

(dead algae at bottom) DETRITUS expressed as the amount 

of nitrogen in the detritus and (3) the amount of nitrogen in the 

water NITRO. As the model behaviour depends on the 

availability of nitrogen, these state variables are thus all 

expressed in mg N·L 1. First, an inventory is made of the 

processes that influence the value of the state variables: 

a. The change of the amount of nitrogen in algae in the river is 

determined by (1) the algae transport to/from the sea, (2) 

algae (re)production as determined by the amount of nitrogen 

in the water and (3) algae mortality. 

b. The change of the amount of nitrogen in detritus is 

determined by (1) algae mortality, (2) denitrification = 

disappearance of nitrogen to air and (3) mineralization = 

transformation of organic nitrogen to ammonium 

(ammonification) and ultimately nitrate (nitrification). 

c. The change of nitrogen in water is determined by (1) 

nitrogen transport to/from the sea, (2) mineralization, (3) 

precipitation of nitrogen in rainwater and (4) up-take of 

dissolved nitrogen by algae (production). 

Diagram of the algae bloom model (redesigned from De Hoop 

et al., 1989) with dashed lines representing possible 

processes to be filled in. 

 

=D14+Δt →

↓ =$F12 + (p*k1_*$E13*$F12-km*$F12) * Δt

← =γm*m3_^-κ

=$E12+(_r2*$E12-k1_*$E12*$F12)*Δt ↓
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1. Fill in the arrows and names of the processes they 

represent in the BLOOM diagram. Allow for sufficient room to 

write down the equations at a later stage. Have the final 

version checked by the teachers before proceeding to the 

next step. 

Following the abundance of elements in water as a function of 

atomic mass [Figure 52], concentrations of nitrogen are expected 

to be in a range of about 10-6·e-0.08·14 kg N·L-1  1 mg N·L-1. 

For all nitrogen concentration variables, we start at 10%, so 

the initial values are set at 0.1 mg N·L-1. 

 

Derivation 

2. Now, these processes have to be expressed in 

mathematical relations. Make a table of the state variables 

including their meaning, unit and initial value. 

name meaning unit initial  

ALG nitrogen concentration in algae mg N·L-1 0.1 

NITRO dissolved nitrogen concentration in 
water 

mg N·L-1 0.1 

DETRITUS nitrogen concentration in dead algae mg N·L-1 0.1 

The processes are described separately where possible but 

description of some processes requires knowledge of others. 

For example, to describe the transport of nitrogen in algae 

over system boundaries, one needs to know the transport 

between river and seawater, as well as the algae density in 

the sea and river water. The following processes will be 

described: 

- precipitation of nitrogen via rainwater, 

- fluctuation of the amount of nitrogen in the sea water, 

- net transport of nitrogen from and to sea, 

- fluctuation of the number of algae in sea water, 

- net transport of algae from and to the sea, 

- production of algae in the system, 

- mortality of algae in the system, 

- mineralization, 

- denitrification. 

 

Precipitation of nitrogen via rainwater 

The inflow of nitrogen via rainfall NRAIN is expressed as the 

amount of nitrogen added per litre of river water per day [mg 

N·L-1·d-1]. NRAIN depends on the precipitation, the 

concentration of nitrogen in the rain RAINQ and the amount of 

water in the river RAIN. 

NRAIN = RAINQ * RAIN 

As before the concentration RAINQ is set at 0.1 mg N·L-1. The 

variable RAIN describes the turnover of water in the river, 

expressed as litre of rainwater added per litre of river water 

per day [L·L-1·d-1]. The water volume of the river is set 

constant, assuming that 1) the amount of added rainwater is 

negligible in comparison to the amount of water already in the 

river, or alternatively, that 2) the rainwater vaporizes 

completely, leaving behind nitrogen. The values of RAIN are 

listed in a table of rainfall data (BLOOMRAIN.xls). Values for 

subsequent days are the same until the next value. 

 

Fluctuation of the amount of nitrogen in sea water 

Just like NRAIN, the amount of dissolved nitrogen in the sea 

NITROSEA also varies in time. NITROSEA is described by a 

time dependent function that is the sum of two sinusoids with 

differing periods with an average of 0.25 mg N·L-1: 

NITROSEA = 0.25 + 0.15∙sin(2π∙(t/365 - 0.75)) + 

0.05∙sin(2π∙t/28) 

3. In the description of the model, the choice of the parameter 

values 0.15, 0.05, 365 and 28 was not motivated. What is 

indicated by this equation in terms of period and amplitude of 

the fluctuations and what explanation can you come up 

yourself for the values of 365 and 28? 

The sine function indicates the amplitude (0.15, 0.05) and 

periods of the fluctuation. The values of 365 and 28 reflect 

annual and monthly (tidal dilution/concentration) cycles 

changes in the nitrogen concentration of the sea. 

 

Net transport of nitrogen to the sea 

The net transport of dissolved nitrogen from sea to the river 

TRNITRO [mg N·L-1·d-1] is driven by diffusion [Table 29]. The net 

transport is described as the product of: 

a. the difference between the concentration of nitrogen in the 

river NITRO and the sea NITROSEA and 

b. the transport coefficient TRQ [d-1] describing nitrogen 

exchange between sea and river, inversely proportional to the 

resistance [Table 29]. The value of the transport coefficient TRQ is 

difficult to determine but is known to have a minimum value is 

0.02 d-1 and a maximum value of 0.2 d-1. 
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4. Write down the equation that describes the net transport of 

dissolved nitrogen over the system boundaries TRNITRO. 

TRNITRO = TRQ*(NITRO-NITROSEA) 

mg N L-1·d-1 = d-1 * [mg N·L-1 – mg N·L-1] 

Note that TRNITRO is positive if NITRO > NITROSEA 

representing a nett outflow later incorporated in the differential 

equations as a loss and thus a subtraction. 

 

Fluctuation of the number of algae in the sea water 

The number of algae in the sea is described by the variable 

ALGSEA. Like the variable NITROSEA this amount is not 

constant over the year but varies in time. ALGSEA is 

described by a time dependent function in the form of a 

sinusoid: 

ALGSEA = 0.15 + 0.05∙sin(2π∙(t/365 - 0.25)) 

 

Net transport of algae from and to the sea 

The net transport of algae between sea and river TRALG [mg 

NL-1d-1] can be described by a diffusion process parallel to 

the net transport of nitrogen TRQ. 

5. Write down the equation that describes the transport of 

algae between sea and river TRALG. 

TRALG = TRQ*(ALG-ALGSEA) 

mg N·L-1 d-1 = d-1 * [mg N·L-1 – mg N·L -1] 

Production 

The primary production of algae PROD equals the product of 

the amount of algae ALG and the production per amount of 

algae. The production per amount of algae is described by 

Michaelis-Menten or Monod kinetics [Table 23] as PRODMAX 

times NLIM. PRODMAX represents the maximum production 

PRODMAX expected to be between about 0.05 and 0.5 d-1 for 

algae species of a size of 10-10 to 10-8 kg [Figure 63g]. NLIM is the 

reduction of the production for low nitrogen concentrations 

NITRO, with KPROD as the nitrogen concentration at which 

half of the maximum algae production is reached. In this case, 

KPROD has a value between 0.1 and 1.0 mg NL-1 reflecting 

typical growth values for species with the size of algae [Figure 91a]. 

6. Translate the equation for the two-compartment loop [Table 23] 

S1=S0·(S1+S2)/(S0+k1/k0) to the equation that describes NLIM 

and derive the equation that describes the primary production 

PROD. 

Table 23 shows that 

 

The equations for NLIM and S1 are equal if 

NLIM = S1 / (S1+S2) ⇒ the reduction of the production rate 

NLIM equals the number of proteins (carriers, enzymes) 

"occupied" S1 divided by the total number of "occupied" S1 and 

"un-occupied" S2 proteins S1+S2 

NITRO = S0 ⇒ the nitrogen concentration NITRO equals the 

source or substrate S0 

KPROD = k1/k0 ⇒ half saturation constant for production 

KPROD and for protein occupation k1/k0 are equal. 

 

NLIM = NITRO / (NITRO+KPROD) 

No dimension = [mg N·L-1] / [mg N·L-1 + mg N·L-1] 

PROD = PRODMAX*ALG*NLIM 

[mg N·L-1·d-1 = d-1 · mg N·L-1 · dimensionless] 

Note that the 2 compartments (S1, S2) in the loop for the 

Michaelis-Menten or Monod kinetics were not depicted in the 

diagram to avoid too many confusing details. 

 

Mortality of algae 

The mortality of the algae MORT, expressed as the amount of 

nitrogen in the amount of dying algae per day per litre, is 

proportional to the amount of algae present. The 

proportionality rate is called MORTMAX. The value of 

MORTMAX lies between 0.05 and 0.5 d-1, indicating that all 

algae biomass produced has to die at some point. 

7. Write down the equation that describes the algae mortality 

MORT. 

MORT = MORTMAX * ALG 

[mg N·L-1·d-1 = d-1· mg N·L-1] 

Mineralisation 

Mineralisation MINERAL is assumed to level off at high 

amounts of detritus DETRITUS, following a Michaelis-Menten 

or Monod kinetics as well. The maximum mineralisation 

MINMAX has a minimum value of 0.05 and a maximum value 

of 0.2 mg NL-1d-1. The half-saturation constant KMIN is the 

detritus concentration at which half of the maximum 

mineralization is reached, having a minimum value of 0.1 and 

a maximum value of 1.0 mg NL-1. So, in contrast to production 

by algae, mineralisation of detritus does not increase linearly 

with biomass density. This may be understood from, e.g., 

indirect restrictions such as oxygen transport to detritus layers. 

8. Write down the equation that describes mineralization 

MINERAL. 

MINERAL=MINMAX*DETRITUS/(KMIN+DETRITUS) 

[mg N·L-1·d-1 = mg N·L-1·d-1 · no dimension] 
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Denitrification 

Denitrification DENITRO is considered linearly proportional to 

the concentration of detritus DETRITUS. The transformation 

coefficient DENITROQ specifies the relation between detritus 

and denitrification, having a value between 0.001 and 0.1 d-1. 

DENITROQ can vary based on the amount of N in the detritus 

and different species of bacteria that denitrify the detritus at a 

different rate. As DENITROQ can vary per system, this 

parameter needs to be fitted to the data. 

9. Write down the equation that describes denitrification 

DENITRO. 

DENITRO=DNITROQ*DETRITUS 

[mg N·L-1·d-1 = d-1 · mg N·L-1 

 

Rate of change of the state variables 

The change in the state of ALG depends on: 

- the production PROD, which contributes positively to the 

amount of algae (and thus to the amount of nitrogen in the 

algae), 

- the mortality of algae MORT, which contributes negatively to 

the amount of algae, and on 

- the net transportation of algae TRALG. 

The differential equation for ALG is thus: 

dALG/dt = PROD – MORT ± TRALG 

Note that the sign for algae transport can be ±, depending on 

the exact definition of TRALG. 

10. Write down yourself the differential equations of the state 

variables NITRO and DETRITUS. 

dDETRITUS/dt = MORT – DENITRO – MINERAL 

dNITRO/dt = MINERAL + NRAIN – PROD – TRNITRO 

 

Amount of each state variable 

We can now calculate the amount of each state variable at a 

certain moment in time. Since analytical solutions are 

impossible, numerical simulations will be carried out. 

 

11. Write down the expressions for the amount of algae, 

nitrogen and detritus. 

ALG(t+Δt) = ALG(t) + Δt·dALG(t)/dt 

NITRO(t+t) = NITRO(t) + t·dNITRO(t)/dt 

DETRITUS(t+t) = DETRITUS(t) + t·d DETRITUS(t)/dt 

12. Make a structured overview of the 8 process equations, 

the 2 sinusoids, the 3 differential equations and their 3 

numerical solutions, so that you can easily implement them in 

Excel. Check the units of the formulas. 

1. NRAIN=RAINQ*RAIN 

2. TRNITRO=TRQ*(NITRO-NITROSEA) 

3. TRALG=TRQ*(ALG-ALGSEA) 

4. NLIM=NITRO/(NITRO+KPROD) 

5. PROD=PRODMAX*ALG*NLIM 

6. MORT=MORTMAX*ALG 

7. MINERAL=MINMAX*DETRITUS/(KMIN+DETRITUS) 

8. DENITRO=DNITROQ*DETRITUS 

9. ALGSEA = 0.15 + 0.05·SIN(2(t/365 – 0.25)) 

10. NITROSEA = 0.25+ 0.15·SIN(2(t/365 – 0.75)) + 

0.05·SIN(2/28·t) 

dALG/dt = PROD – MORT - TRALG 

dDETRITUS/dt = MORT – DENITRO – MINERAL 

dNITRO/dt = MINERAL + NRAIN – PROD – TRNITRO 

ALG(t+Δt) = ALG(t) + Δt·dALG(t)/dt 

NITRO(t+Δt) = NITRO(t) + Δt·dNITRO(t)/dt 

DETRITUS(t+Δt) = DETRITUS(t) + Δt·d DETRITUS(t)/dt13. 

List all variables (values need to be calculated) in the model 

by extending the table with the 3 principal state variables you 

made for question 2 with the 11 variables you have derived in 

the previous steps to a total of 14 variables. Include the 

meaning and units. 

Variables 

name factor unit  

ALG nitrogen concentration in river algae mg N·L-1 

NITRO  nitrogen concentration in river water mg N·L-1 

DETRITUS nitrogen concentration in river detritus mg N·L-1 

RAIN table of rain data L·L-1·d-1 

NRAIN nitrogen added by rainfall mg N·L-1 d-1 

NITROSEA nitrogen concentration in sea water mg N·L-1 

TRNITRO nitrogen transport between sea and river  mg N·L-1 d-1 

ALGSEA nitrogen concentration in sea algae mg N·L-1 

TRALG algae transport between sea and river mg N·L-1 d-1 

PROD algae production mg N·L-1 d-1 

NLIM limiting factor for primary production no dim. 

MORT algae mortality mg N·L-1 d-1 

MINERAL mineralisation (detritus→dissolved N) mg N·L-1 d-1 

DENITRO denitrification (detritus →) mg N·L-1 d-1 

 

14. Make another table for the 8 model parameters (values of 

ranges are known). Include the meaning and units. Add (or 

choose yourself) the average, minimum or maximum value 

where necessary. 

Parameters 



name factors unit  min max 

RAINQ nitrogen concentration in rain 
water  

mg N·L-1 0.1actual 

TRQ transport coefficient for 
exchange of nitrogen and 
algae between sea and river 

d-1 0.02 0.2 

PRODMAX proportionality constant 
primary production  

d-1 0.05 0.5 

KPROD half-saturation constant 
primary production 

mg N·L-1 0.1 1.0 

MORTMAX proportionality constant 
mortality 

d-1 0.05 0.5 

MINMAX maximum speed mineralisation mg N·L-1 
d-1 

0.05 0.2 

KMIN half-saturation constant 
mineralisation 

mg N·L-1 0.1 1.0 

DENITROQ transformation coefficient 
denitrification 

d-1 0.001 0.1 

15. Include the variables, parameters, and process equations 

from questions 12 in the diagram. Indicate their meaning as 

well. 

 

 

Finalisation 

Have the model graphically inspected by the teacher and 

upload the answers as BLOOMDERIVATION.doc to 

Brightspace. 

 

11.2.7 BLOOM II (4-6h) 

Objective 

Implement, verify and calibrate a model. 

 

Implementation 

Insert the parameter table from the previous assignment in 

Excel and name them using the Formulas/Define Names 

option. Choose a column next to the table of parameters (not 

under the table), fill in TIME in the top row and use it to create 

TIME as the name for the whole column. Repeat this for all the 

14 model variables, with ALG, NITRO and PROD next to each 

other. Also, create three columns for the differential equations 

(dALGdt, dNITROdt, dDETRITUSdt). Each column thus 

represents one variable with rows for the consecutive time 

steps. 

Fill in a function with the variable timestep dt in the column 

TIME covering a range of one year. Set dt to 1 to be 

consistent with BLOOMRAIN.XLS. The rainfall data are listed 

in BLOOMRAIN.XLS, expressed as litre of rainwater per day 

per litre of river water for each day of the year. Values for 

subsequent days are the same until the next value. Copy the 

rainfall data into the column you named RAIN. 

Enter the formulas for the variables in the columns in the first 

row of each column, with exception of the state variables. For 

the state variables, insert the initial value in the first row. The 

amount of any of the state variables after the first timestep 

(second row) is the amount at time zero plus the rate of 

change at time zero times the time step dt, similar to that in 

previous assignments. 

1. When you have completed your model, check if it works 

correctly without any mistakes. Plot the results in the graph 

with the variables you are interested in. Save the model with 

the graphs. 

 

 

Verification 

Think of questions for the verification (max. ½h) and verify the 

model using these questions (max. ½h). 

- Do we see changes (peaks for NITRO) after days with 

rainfall? 

- Does the model show the expected behaviour? (e.g., 

increase in ALG after rainfall followed by increased 

DETRITUS) 

- Are the units of the variables consistent? 

 

Sensitivity analysis 

The model algae bloom developed in the previous assignment 

is a dynamic model containing 7 parameters of which the 

values are not known exactly. Yet, not all parameters are 

equally important. Find out which parameters have the largest 

impact on the predictions by changing one while the other 

remain unchanged. Derive from the graphs which parameters 

could explain a difference between data and model results. 
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Manual calibration 

As there are no laboratory data to calibrate individual 

parameters on, we will use the field set in BLOOMDATA.XLS 

containing values of ALG, PROD and NITRO for some days of 

the year. Copy them into additional columns in your 

spreadsheet in the rows that belong to that day so that you 

can compare them to the estimated values. There are no 

general rules for manual calibration. Just vary the parameters 

that are most important according to the sensitivity analysis. 

2. Write down the optimal values for the parameters you found 

in calibration. 

parameter value 

 RAINQ 0.1 

TRQ 0.02 

PRODMAX0,05 0.25 

KRPOD 0.1 

MORTMAX 0.15 

MINMAX 0.05 

KMIN 0.1 

DENITROQ 0.01 

3. Why is the calibration on PROD (and ALG,NITRO) while 

DETRITUS (and ALG, NITRO) are the main variables? Why 

would calibration be difficult to conduct for more complex 

models? 

The DETRITUS is difficult to measure, while PROD can be 

easily obtained to allow for as much calibration as possible. 

The parameters to be tuned become too numerous so that is 

difficult and subjective to judge by eye if tuning of one 

parameter leads to an overall improvement. 

4. What did this exercise learn you on calibration? Should 

tuning start with the most or least sensitive parameter? Should 

you the range of values be small or large? 

Start with the most sensitive parameters to tune. The amount 

by which a parameter is changed should not be too small, 

especially at the beginning. Determine a rough range within 

the boundaries at which the similarity seems to be highest. 

Then choose smaller changes to optimize. Pay special 

attention to the more extreme data points, in our case e.g. the 

days of and shortly after rainfall. 

 

Automatic calibration 

Create a new column where you calculate the square of the 

difference between the model and the data (for each rows 

where these exist). For example: (ALGmodel(t=15) - 

ALGdata(t=15))2. In the last row, sum those terms (Σ). 

5. Explain how this can be used to optimize the model and 

why it is a quadratic function? 

By minimizing the difference between model and data, the fit 

is optimised. The quadratic nature of the deviation allows 

minimizing both positive and negative deviations, in the same 

way as standard deviations in statistics are calculated [Table 

16].Now you can run the Excel add-in Solver for the calibration. 

If you are not familiar with Solver, please check the Excel Help 

function for details. In brief, (small differences exist between 

2010-16 versions) 

- Select ‘Solver’ (top right on the sheet ‘data’) 

- If you cannot find it, add it by File/Options, ‘Add-ins’, Solver 

Add-in. 

- Choose the sum of the squared differences as ‘target cell’, 

which should be ‘equal to’ ‘min’ or ‘to the value of 0’. 

- In the field ‘by changing cells’ enter the cells with the 

parameters you decided are the most important ones. 

- By pressing the add button you can enter constraints. Use 

this option to give the maximum and minimum values of the 

parameters, e.g. PRODMAX <= 0.5 and PRODMAX >= 0.05. 

Then press solve. Repeat this for different variables and 

parameters until you get the best result. 

 

 

6. Compare the new parameter values to those from the 

manual calibration. What can you conclude? 

The new parameter values should be different from those from 

of the manual calibration and, depending on the settings, more 

accurate and detailed (decimal places). 

7. Calibrate the model for a second time, this time include all 

parameters (except RAINQ, why?). Do the results change? 

What is the reason for this? 

RAINQ represents the concentration of nitrogen in rainwater. 

This value is given as 0.1 mg N L-1 and cannot be changed for 

a given study; it might only change in-between studies. The 

results should change. Solver searches for an overall 

optimum. A change in the value for one parameter will lead to 

a worse fit, but it goes along with a better fit for a second 

parameter. This difference must be kept as small as possible. 



 

Finalisation 

Have the model graphically inspected by the teacher and 

upload the answers on 1-7 as 

BLOOMIMPLEMENTATION.doc to Brightspace. 



12 TOOLS 

Assessment of 1000+ substances, species and sites for miscellaneous applications requires simple models. Evaluation of 

1000+ substances, species and sites is hampered by incomplete and incompatible data. Hence human and ecological risk 

assessment often relies on simple models such as SIMPLEBOX and OMEGA. We have learned that these models are used by a 

diverse set of stakeholders, in particular students, researchers, policymakers, manager, consultants, regulators, press, general 

public interested in chemical pollution. We explain why we need simple models [Section 12.1] and describe what these models can do 

[Section 12.2]. In addition, we indicate where we use the models for and who are using these models as well. While we address both 

SIMPLEBOX and OMEGA, the focus is on the latter. 

 

12.1 Introduction 

Assessment of 1000+ issues hampered by incomplete and 

incompatible data. Over the last century, production and 

consumption has intensified and diversified. As a result, 

1000+ chemical substances potentially affect 1000+ biological 

species and 10+ social categories at 1000+ geographic sites 

[Figure 107]. Setting the right priorities in environmental problems 

and selecting the best alternatives among sustainable 

solutions thus requires proper assessment [Hendriks 2013, Hendriks 2021]. 

Yet, information is often incomplete because financial, 

practical and ethical constraints hamper generation of new 

data. For instance, exposing caged wildlife to test impact of 

chemicals is unaffordable, unfeasible and illegal. In addition, 

data collected from different studies are often incompatible 

because of sectoral and disciplinary boundaries. For example, 

toxicological endpoints in standard tests do not correspond to 

ecological indicators of habitat fragmentation or climate 

change. 

Figure 107. Assessment of multiple substances, sites, species and 
categories is achieved by relating data and models such as 
SIMPLEBOX and OMEGA. 

 

Assessment of multiple issues facilitated by simple 

models. Statistical regressions allow interpolation to cases 

not investigated empirically. Yet, abundant measurements to 

achieve significant relationships. Mechanistic equations 

explicitly include knowledge of the system potentially reducing 

data hunger. Yet, incorporating many detailed mechanisms 

in models still requires new lab and field studies for 

extrapolation to other cases. Hence, if multiple substances, 

sites, species and categories need to be assessed, one 

inevitably has to rely on models made up of a few equations 

and default parameters based on overarching principles. 

Objectives: In the present chapter, we aim to elucidate 

choices made during development and application of 

assessment tools, in particular OMEGA and to a lesser extent 

SIMPLEBOX. 

 

12.2 Development 

SIMPLEBOX/TREAT. Decades of developments have yielded 

many models to estimate the concentration of a compound in 

water, air and soil [Laane et al. 2011]. If the numbers of substances 

and regions to be covered are large in comparison to available 

data, time or resources, one usually resorts to so-called 

multimedia fate models. In the EU and UN, 

SIMPLEBOX/TREAT is the preferred fate model for risk 

assessment of substances and life cycle assessment of 

products [Schoorl et al., 2015]. SIMPLETBOX calculates concentrations 

in air, water and soil from emissions while SIMPLETREAT 

estimates emissions from waste water treatment plants. Many 

chemical parameters are calculated as a function of molecular 

properties (Kow etc.) but user-specific input is needed for some 

chemical as well as for all physical and toxicological 

intense & diverse production & consumption

↓

1000+ substances sites species categories

↓

environmental problems right priorities? → sustainable solutions best alternatives! 

↓
incomplete data     incompatible

financial practical ethical constraints  boundaries sectoral disciplinary

model

 interpolation ↓  extrapolation  

abundant measurements overarching principles         detailed mechanisms

↓ ↓ ↓

statistical regressions few math. equations many math. equations
case specific default parameters                      case specific

generic

SIMPLEBOX         OMEGA



quantities, such as degradation rate, temperature and median 

effect concentrations. Both models were conceived at the 

National Institute for Public Health and the Environment 

(RIVM) and later improved at Radboud University (RU). 

Table 54. Development, global validation and local application of 
OMEGA by ourselves. 

 

OMEGA. While many toxicological and ecological models 

have been developed for specific cases too, few have been 

applied across geographic regions, chemical substances, 

biological species and social categories [Hendriks and Van Straalen 2019]. 

So far, none of these eco(toxico)logical effect tools has been 

embedded in international frameworks to the same extent as 

SIMPLEBOX/TREAT for chemical fate. We have therefore 

built a model that calculates concentrations in organisms 

along food chains as well as densities of populations and 

diversity of communities [Knoben et al. 1998, Hendriks et al. 2001, Hendriks et al. 2005] 

based on concentrations in air, water or soil. We called the 

tool OMEGA (Optimal Modelling in Eco(toxico)logical 

Applications) expressing our aim to cover equilibrium (hence 

∞) as well as elementary kinetics and dynamics, 

simultaneously optimising transparency, accuracy and 

parameterisability. Depending on the number of organs, 

individuals, populations and trophic levels distinguished, one 

can flexibly merge or separate 1-, 2- and multi-

compartments. To minimise data collection and generation, 

default values for input variables and parameters (e.g., 

temperature, consumption rates) are obtained as a function of 

geographic (e.g., latitude) and chemical or biological (e.g., 

molecular and species size) attributes. If deviations between 

default and actual values become uncertain, one is referred to 

databases, e.g., on median effect concentrations for 

specifically acting chemicals. Conceived at a governmental 

agency that later merged into Deltares, OMEGA originally 

focused on substances in the strict sense, i.e., chemicals or 

micropollutants. Since the transfer to RU in 2005, the domain 

is extended to substances in a broad sense, including 

molecules, particles and materials such as air (oxygen, carbon 

dioxide), water, solids, food, tissue and compounds of a 

natural (lipids, proteins, carbohydrates, vitamins, hormones) 

and synthetic (chemicals, drugs) origin. This expansion allows 

us to cross disciplinary boundaries, covering abiotic and 

human systems, such as rivers and cities. Consequently, 

OMEGA gradually becomes available for assessing 

hydrogeological, veterinary, medical and ecological issues. 

Over the years, OMEGA has been benchmarked with related 

models [Traas et al. 2004, Stadnicka et al. 2012, Ardestani et al. 2014] and empirically 

underpinned with thousands of lab and field data for tuning 

and independent testing, respectively [Table 54]. 

 

12.3 Application 

We have disseminated the outcomes of our modelling efforts 

in 100+ peer-reviewed publications that have been cited 

5000+ times. In addition, the simplified versions of the models 

are incorporated in assignments of several BSc/MSc/PhD 

courses. In addition to personal communications, a quick scan 

revealed over 20 documented applications by third parties, 

indicating that OMEGA, just as SIMPLEBOX/TREAT, is used 

by a diverse group of stakeholders, including science, 

government, consultancy and industry [Table 55, Table 56]. In the 

absence of international agencies willing to embed generic 

effect models in the same way as SIMPLEBOX/TREAT is 

hosted, we have focused our implementation efforts for 

OMEGA to the Netherlands. Over the years, consecutive 

versions 1.0 to 7.0 were made available to managers and 

consultants involved in water and sediment quality [Durand-Huiting 

2001, Durand-Huiting 2004]. Some parts such as the estimation of affected 

species have been implemented in Dutch legislation on 

sediment and soil pollution [VROM 2007, Hin et al. 2010, Knoben and Snijders 2010]. 

Recently, similar algorithms have been made available by 

others in user-friendly tools, specifically for water and 

sediment [Verschoor et al. 2017, Posthuma et al., 2019]. From applications across 

scientific, regulatory, advisory and industrial stakeholders, we 

learned that users prefer to implement a selection of our 

equations in their own software rather than using the full tools 

provided. So, we ourselves abandoned the time-consuming 

development of official versions with a limited set of options. 

Instead, we offer users to 1) assist with implementation of 

(updated) equations in their own tools or 2) do the 

calculations for them. Unofficial versions of OMEGA that we 

use for our own projects, however, are still available to others 

on request. 

 

Table 55. Application of OMEGA by others in the Netherlands 
(examples). 

1. Klinge M. 2000. Sediment pollution and feasibility of ecological 

references. Werkrapport, Hoogheemraadschap van Uitwaterende 

Sluizen, NL. 

2. Balster J. 2003. De Gamerensche Waard: Effects of toxic 

substances on macrofauna using OMEGA. Werkdocument, Institute 

substances e.g. abiotic  C  biotic N n

natural O2,(C)H2O
+ + + + + at at at at at at at

Hendriks99,07,08,09,12a&b Mulder11-14 O’Connor14 Burgers14

Barbarossa17 Ribbers20

metals Cd2+ + + t at at at
Hendriks01+13 Veltman07-14 Kolck08 Loos09 Le11-20

Owsianiak14

POP PCB + + + + t at at t t
Hendriks95-01 Reinhold99 Smitkova05 Antunes08 De Vos08

Veltman09 Steyaert09 Hauck10-11 Schipper13 Wang20

Hoondert18-20

NPOP oil + + + a at
Van der Linde01 Hendriks07 Hauck07-08 DeLaender11

Pirovano12-16 O’Connor13-14 De Hoop13-17 Viaene13-14 

Korsman15-16

pesticides nicotinoids + + a Thunnissen20

drugs + + + t Nolte18-20, Lautz20

particles C60 + + + a t Meesters13-19 Kettler13-16 O’Connor14-16 Bakir14 Nolte15

non-toxic NP, pH, T + a a a a
Fedorenkova10-14 Smit08-09 Azevedo13-15 Collas14-18 Dos 

Santos18-19

multistress a at at at
Heugens01-06 Hendriks05 Le10-12 Korsman14 Hilbers14

Bosveld15 Del Signore16 De Jonge18

C = concentration, N = density, n = diversity, a = aquatic, t = terrestrial, + = covered: system, air, water, organic 

matter with transport-formation, producers, herbi-, carnivores, overall



for Inland Water Management and Waste Water Treatment RIZA, 

Lelystad, NL. 

3. De Lange HJ et al. 2005. Carrying capacity for birds and fish in the 

river district. Report 2005.002, Institute for Inland Water 

Management and Waste Water Treatment RIZA, Lelystad, NL. 

4. Van den Heuvel-Greve JM et al. 2005. Ecoassays: an exploratory 

study on the possible application of ecoassays in the context of the 

Water Framework Directive. Report RIKZ/2005.019, Rijkswaterstaat, 

The Hague, NL. 

5. De Lange HJ, Van den Brink NW. 2006. Literature review of 

available techniques to characterize marine and estuarine food 

webs. Report 1372, ISSN 1566-7197, Alterra, Wageningen, NL. 

6. Wijdeveld AJ. 2007. Toxic Stress: the Development and use of the 

OMEGA modelling framework in a case study. FLOODsite (Contract 

No: GOCE-CT-2004-505420), FP6 EU, Brussels. 

7. Witteveen and Bos. 2008. Soil quality inventory former landfill 

Brouwerschapweg Ten Boer. Report GN126-19-dijc-004, Deventer, 

NL. 

8. Wijdeveld AJ et al. 2017. Predicting the impact of seasonal 

fluctuations on the potential ecotoxicological risk of multiple 

contaminants in the River Scheldt discharge into the Western 

Scheldt estuary. Catena 149: 131-139. 

9. Chrzanowski C. 2018. Monitoring and evaluation of nature-friendly 

banks of the Meuse. Deltares, Utrecht, NL. 

10. Foekema EM et al. 2012. Toxic concentrations in fish early life 

stages peak at a critical moment. Environmental Toxicology and 

Chemistry 31: 1381-1390. 

11. Foekema EM et al. 2016. Maternally transferred dioxin-like 

compounds can affect the reproductive success of European eel. 

Environmental Toxicology and Chemistry 35: 241-6. … 

 

Table 56. Application of OMEGA by outside the Netherlands 
(examples). 

1. Laender FD, et al. 2009. Incorporating ecological data and 

associated uncertainty in bioaccumulation modeling: methodology 

development and case study. Environmental Science and 

Technology 43: 2620-6. 

2. Rico A et al. 2012. ERA-AQUA version 2.0: A decision support 

system for the Environmental Risk Assessment of veterinary 

medicines applied in pond Aquaculture. Alterra Report 2320, 

Wageningen. 

3. Taffi M et al. 2015. Bioaccumulation modelling and sensitivity 

analysis for discovering key players in contaminated food webs: the 

case study of PCBs in the Adriatic Sea. Ecological Modelling 306: 

205-15. 

4. Takaki et al. 2015. Assessment and improvement of biotransfer 

models to cow’s milk and beef used in exposure assessment tools 

for organic pollutants. Chemosphere 138: 390-7. 

5. Ciffroy P et al., 2016. Modelling the exposure to chemicals for risk 

assessment: a comprehensive library of multimedia and PBPK models 

… –the MERLIN-Expo tool. Science of The Total Environment 568: 

770-84. 

6. Zhang Z et al. 2012. Mercury bioaccumulation and prediction in 

terrestrial insects from soil in Huludao city, Northeast China. 

Bulletin of Environmental Contamination and Toxicology 89: 107-12. 

7. Chen WY et al. 2017. Life cycle toxicity assessment of earthworms 

exposed to cadmium-contaminated soils. Ecotoxicology 26: 360-9 … 

8. Giulivo M, et al. 2018. Ecological and human exposure assessment 

to PBDEs in Adige River. Environmental Research 164: 229-40. 

9. Li JY et al. 2018. Equilibrium sampling informs tissue residue and 

sediment remediation for pyrethroid insecticides in mariculture: A 

laboratory demonstration. Science of the Total Environment 616: 639-

46. 

10. Øverjordet IB et al. 2018. Toxicokinetics of crude oil components 

in Arctic copepods. Environmental Science and Technology 52: 

9899-907 … 
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